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This volume titled MODELING UNCERTAINTY: An Examination of Stochastic Theory, Methods, and Applications, has been compiled by the friends and colleagues of Sid Yakowitz in his honor as a token of love, appreciation, and sorrow for his untimely death. The first paper in the book is authored by Sid’s wife – Diana Yakowitz – and in it Diana describes Sid the person, his drive for knowledge and his fascination with mathematics, particularly with respect to uncertainty modelling and applications. This book is a collection of papers with uncertainty as its central theme.

Fifty authors from all over the world collectively contributed 30 papers to this volume. Each of these papers was reviewed and in the majority of cases the original submission was revised before being accepted for publication in the book. The papers cover a great variety of topics in probability, statistics, economics, stochastic optimization, control theory, regression analysis, simulation, stochastic programming, Markov decision process, application in the HIV context, and others. Some of the papers have a theoretical emphasis and others focus on applications. A number of papers have the flavor of survey work in a particular area and in a few papers the authors present their personal view of a topic. This book has a considerable number of expository articles which should be accessible to a nonexpert, say a graduate student in mathematics, statistics, engineering, and economics departments, or just anyone with some mathematical background who is interested in a preliminary exposition of a particular topic. A number of papers present the state of the art of a specific area or represent original contributions which advance the present state of knowledge. Thus, the book has something for almost anybody with an interest in stochastic systems.

The editors have loosely grouped the chapters into 8 segments, according to some common mathematical thread. Since none of us (the co-editors) is an expert in all the topics covered in this book, it is quite conceivable that the papers could have been grouped differently. Part 1 starts with a paper on stability in queuing networks by H.J. Kushner. Part 1 also includes a queuing related

The efforts of many workers have gone into this volume, and would not have been possible without the collective work of all the authors and reviewers who read the papers and commented constructively. We would like to take this opportunity to thank the authors and the reviewers for their contributions. This book would have required a more difficult ‘endgame’ without Ray Brice’s ded-
ication and painstaking attention for production details. We are very grateful for Ray’s help in this project. Paul Jablonka is the artist who contributed the artwork for the book’s jacket. He was a good friend to Sid and we appreciate his contribution. We would also like to thank Gary Folven, the editor of Kluwer Academic Publishers, for his initial and never fading support throughout this project. Thank you Gary!
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This book is dedicated to the memory of Sid Yakowitz.
Chapter 1

PROFESSOR SIDNEY J. YAKOWITZ

D. S. Yakowitz

Tucson, Arizona

Sidney Jesse Yakowitz was born in San Francisco, California on March 8, 1937 and died in Eugene, Oregon on September 1, 1999. Sid’s parents, Morris and MaryVee, were chemists with the Food and Drug Administration and encouraged Sid to be a life-long learner. He attended Stanford University and after briefly toying with the idea of medicine, settled into engineering (“I saved hundreds of lives with that decision!”). Sid graduated from Stanford with a B.S in Electrical Engineering in 1960.

His first job out of Stanford was as a design engineer with the University of California’s Lawrence Radiation Laboratory (LRL) at Berkeley. Sid was unhappy after college but claimed that he learned the secret to happiness from his office mate at LRL, Jim Sherwood, who told him he was being paid to be creative. Sid decided that “Good engineering design is a synonym for ‘inventing’.”

For graduate school, Sid chose Arizona State University. By this time, his battle since childhood with acute asthma made a dry desert climate a mandatory consideration. In graduate school he flourished. He received his M.S. in Electrical Engineering in 1965, an M.A. in Mathematics in 1966, and Ph.D. in Electrical Engineering in 1967. His new formula for happiness in his work led him to consider each topic or problem that he approached as an opportunity to “invent”.

In 1966 Sid was hired as an Assistant Professor in the newly founded Department of Systems and Industrial Engineering at the University of Arizona in Tucson. This department remained his “home” for 33 years with the exception of brief sabbaticals and leaves such as a National Academy of Science Postdoctoral Fellowship at the Naval Postgraduate School in Monterey, California in 1970-1971.

In 1969 Sid’s book Mathematics of Adaptive Control Processes (Yakowitz, 1969) was published as a part of Richard Bellman’s Elsevier book series. This book was essentially his Ph.D. dissertation and was the first of four published
books. Latter Sid was instrumental in the popularization of differential dynamic programming (DDP). Overcoming the “curse of dimensionality” made possible the solution of problems that could at that time only be solved approximately, for example, high dimensional multireservoir control problems. His paper with then Ph.D. student Dan Murray in Water Resources Research (Murray and Yakowitz, 1979) demonstrated quite dramatically what could be done with DDP.

In addition to his own prolific accomplishments Sid had another important talent - the ability to recognize talent in others. He enthusiastically collaborated with colleagues on numerous subjects including hydrology, economics, information-theory, statistics, numerical methods, and machine learning.

Sid’s international work started in 1973 with his participation in a joint NSF sponsored US-Hungarian research project. According to Ferenc Szidarovszky (Szidar), also involved in the project, his extraordinary talents in combining probabilistic and statistical ideas with numerical computations made him one of the most important contributors. Several papers on uncertainty in water resources management, conference presentations, and invited lectures were the result of this grant that was renewed until 1981. This was the period that he had the most intensive collaboration with his many Hungarian colleagues. This cooperation also resulted in the two textbooks on numerical analysis with Szidar, Principles and Procedures of Numerical Analysis (Szidarovszky and Yakowitz, 1978) and An Introduction to Numerical Computations (Yakowitz and Szidarovszky, 1986). Long after the project terminated, Sid continued to collaborate with Hungarian scientists who often visited him in Tucson enjoying his hospitality.

Sid’s ability in combining probabilistic ideas and numerical computations made him an expert in simulation. His book Computational Probability and Simulation (Yakowitz, 1977) is considered one of the best of its kind. His paper on weighted Monte-Carlo simulation (Yakowitz et al., 1978) offered a new integration method that was much faster than the known classical procedures.

Sid had a very successful six year cooperation with Professors Columban Hutter, of ETH Zurich, and Szidar working on an NSF sponsored project on the mathematical modeling and computer solutions of ice-sheets, glaciers and avalanches. In this work, Sid’s expertise on numerical analysis was the essential factor in solving large-scale differential equations with unusual boundary and normalizing conditions (Yakowitz et al., 1985; Hutter et al., 1986a; Yakowitz et al., 1986; Hutter et al., 1986b; Hutter et al., 1987; Szidarovszky et al., 1987; Hutter et al., 1987; Szidarovszky et al., 1989).

Sid’s algorithmic way of thinking resulted in two major contributions to game theory. With Szidar he developed a new proof for the existence of a unique equilibrium of Cournot oligopolies, which is constructive, offering an algorithm to find the equilibrium. This paper, (Szidarovszky and Yakowitz, 1977) is one of
the most cited papers in this field and has been republished in the Handbook of Mathematical Economics. They could also extend the constrictive proof for the case when the price and cost functions are not differentiable. They proved that even in the case of multiple equilibria, the total output of the industry is unique and the set of all equilibria is a simplex. They also considered the effect of coalition formation on the profit functions (Szidarovszky and Yakowitz, 1982).

Sid was an expert in time series, both parametric and nonparametric. On the nonparametric side he made contributions regarding nearest neighbor methods applied to time series prediction, density and transition function estimation for Markov sequences, and pattern recognition (Denny and Yakowitz, 1978; Schuster and Yakowitz, 1979; Yakowitz, 1979; Szilagyi et al., 1984; Yakowitz, 1987; Yakowitz, 1988; Yakowitz, 1989d; Rutherford and Yakowitz, 1991; Yakowitz and Lowe, 1991; Yakowitz and Tran, 1993; Yakowitz, 1993a; Morvai et al., 1998; Yakowitz et al., 1999). In particular Sid worked in the area of stochastic hydrology over many years including analyzing hydrologic time series such as flood and rainfall data to investigate their major statistical properties and use them for forecasting (Yakowitz, 1973; Denny et al., 1974; Yakowitz, 1976; Yakowitz, 1976; Szidarovszky and Yakowitz, 1976; Yakowitz, 1979; Yakowitz and Szidarovszky, 1985; Karlsson and Yakowitz, 1987a; Karlsson and Yakowitz, 1987b; Naokes et al., 1988; Yakowitz and Lowe, 1991).

On the parametric side, Sid applied his deep understanding of linear filtering of stationary time series in the problem of frequency estimation in the presence of noise. Here he authored several papers on frequency estimation using contraction mappings, constructed from the first order auto-correlation, that involved sophisticated sequences of linear filters with a shrinking bandwidth. In particular, he showed that the contraction mapping of He and Kedem, which requires a certain filtering property, can be extended quite broadly. This and the shrinking bandwidth were very insightful (Yakowitz, 1991; Yakowitz, 1993c; Li et al., 1994; Kedem and Yakowitz, 1994; Yakowitz, 1994a).

He found numerous applications of nonparametric statistical methods in machine learning (Yakowitz, 1989c; Yakowitz and Lugosi, 1990; Yakowitz et al., 1992a; Yakowitz and Kollier, 1992; Yakowitz and Mai, 1995; Lai and Yakowitz, 1995). As a counterpart to his earlier work on numerical computation, Sid introduced a course at the University of Arizona on Non-numerical Computation. This course, which resulted in an unpublished textbook on the topic, developed methods applicable to machine learning, games and epidemics. Sid loved this topic dearly and enjoyed teaching it. He continued to explore this area up to the time of his death.

In 1986 Sid met Joe Gani, and they worked together intermittently from that time until his death. Over a period of 13 years, Sid and Joe (together with students and colleagues) wrote 10 joint papers. Their earliest interest was in the silting of dams, which they studied (with Peter Todorovic of UCSB) (Gani et al.,