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Preface

Quadratic programs and affine variational inequalities represent two fundamental, closely-related classes of problems in the theories of mathematical programming and variational inequalities, respectively. This book develops a unified theory on qualitative aspects of nonconvex quadratic programming and affine variational inequalities. The first seven chapters introduce the reader step-by-step to the central issues concerning a quadratic program or an affine variational inequality, such as the solution existence, necessary and sufficient conditions for a point to belong to the solution set, and properties of the solution set. The subsequent two chapters discuss briefly two concrete models (linear fractional vector optimization and the traffic equilibrium problem) whose analysis can benefit a lot from using the results on quadratic programs and affine variational inequalities. There are six chapters devoted to the study of continuity and/or differentiability properties of the characteristic maps and functions in quadratic programs and in affine variational inequalities where all the components of the problem data are subject to perturbation. Quadratic programs and affine variational inequalities under linear perturbations are studied in three other chapters. One special feature of the presentation is that when a certain property of a characteristic map or function is investigated, we always try first to establish necessary conditions for it to hold, then we go on to study whether the obtained necessary conditions are sufficient ones. This helps to clarify the structures of the two classes of problems under consideration. The qualitative results can be used for dealing with algorithms and applications related to quadratic programming problems and affine variational inequalities.

This book can be useful for postgraduate students in applied mathematics and for researchers in the field of nonlinear programming and equilibrium problems. It can be used for some advanced courses on nonconvex quadratic programming and affine variational inequalities.
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Notations and Abbreviations

$N$ the set of the positive integers
$\mathbb{R}$ the real line
$\overline{\mathbb{R}}$ the extended real line
$\mathbb{R}^n$ the $n$—dimensional Euclidean space
$\mathbb{R}_{+}^{n}$ the nonnegative orthant in $\mathbb{R}^n$
$\emptyset$ the empty set
$x^{T}$ the transpose of vector $x$
$\|x\|$ the norm of vector $x$
$\langle x, y \rangle$ the scalar product of $x$ and $y$
$A^{T}$ the transpose of matrix $A$
$\text{rank} A$ the rank of matrix $A$
$\|A\|$ the norm of matrix $A$
$\mathbb{R}^{m \times n}$ the set of the $m \times n$-matrices
$\mathbb{R}_{S}^{n \times n}$ the set of the symmetric $n \times n$-matrices
$\text{det} A$ the determinant of a square matrix $A$
$E$ the unit matrix in $\mathbb{R}^{n \times n}$
$B(x, \delta)$ the open ball centered at $x$ with radius $\delta$
$\overline{B}(x, \delta)$ the closed ball centered at $x$

with radius $\delta$
$\mathbb{B}_{\mathbb{R}^n}$ the closed unit ball in $\mathbb{R}^n$
$\text{int} \Omega$ the interior of $\Omega$
$\overline{\Omega}$ the closure of $\Omega$
$\text{bd} \Omega$ the boundary of $\Omega$
$\text{co} \Omega$ the convex hull of $\Omega$
$\text{dist}(x, \Omega)$ the distance from $x$ to $\Omega$
$\text{cone} M$ the cone generated by $M$
$\text{ri} \Delta$ the relative interior of a convex set $\Delta$
$\text{aff} \Delta$ the affine hull of $\Delta$
$\text{extr} \Delta$ the set of the extreme points of $\Delta$
$0^+ \Delta$ the recession cone of $\Delta$
$\mathcal{T}_\Delta(\bar{x})$ the tangent cone to $\Delta$ at $\bar{x}$
$\mathcal{N}_\Delta(\bar{x})$ the normal cone to $\Delta$ at $\bar{x}$
$M^\perp$ the linear subspace of $\mathbb{R}^n$ orthogonal to $M \subset \mathbb{R}^n$
$\text{Pr}_K(\cdot)$ or $\text{P}_K(\cdot)$ the metric projection from $\mathbb{R}^n$
on to a closed convex subset $K \subset \mathbb{R}^n$
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>dom$f$</td>
<td>the effective domain of function $f$</td>
</tr>
<tr>
<td>$f'(\bar{x}; v)$</td>
<td>the directional derivative of $f$ at $\bar{x}$ in direction $v$</td>
</tr>
<tr>
<td>$f^0(\bar{x}; v)$</td>
<td>the Clarke generalized directional derivative of $f$ at $\bar{x}$ in direction $v$</td>
</tr>
<tr>
<td>$\partial f(\bar{x})$</td>
<td>the subdifferential of a convex function $f$ at $\bar{x}$, or the Clarke generalized gradient of a locally Lipschitz function $f$ at $\bar{x}$</td>
</tr>
<tr>
<td>$\nabla f(\bar{x})$</td>
<td>the gradient of $f$ at $\bar{x}$</td>
</tr>
<tr>
<td>$\nabla^2 f(\bar{x})$</td>
<td>the Hessian matrix of $f$ at $\bar{x}$</td>
</tr>
<tr>
<td>Sol$(P)$</td>
<td>the solution set of problem $(P)$</td>
</tr>
<tr>
<td>loc$(P)$</td>
<td>the local solution set of problem $(P)$</td>
</tr>
<tr>
<td>$S(P)$</td>
<td>the KKT point set of problem $(P)$</td>
</tr>
<tr>
<td>$v(P)$</td>
<td>the optimal value of problem $(P)$</td>
</tr>
<tr>
<td>QP</td>
<td>quadratic programming</td>
</tr>
<tr>
<td>QP$(D, A, c, b)$</td>
<td>quadratic program defined by matrices $D$, $A$ and vectors $c$, $b$</td>
</tr>
<tr>
<td>$S(D, A, c, b)$</td>
<td>the KKT point set of a quadratic program</td>
</tr>
<tr>
<td>Sol$(D, A, c, b)$</td>
<td>the solution set of a quadratic program</td>
</tr>
<tr>
<td>Sol$(c, b)$</td>
<td>the solution set of a quadratic program</td>
</tr>
<tr>
<td>$\varphi(D, A, c, b)$ or $\varphi(c, b)$</td>
<td>the optimal value function of a quadratic program</td>
</tr>
<tr>
<td>VI</td>
<td>variational inequality</td>
</tr>
<tr>
<td>loc$(D, A, c, b)$</td>
<td>the local-solution set of a quadratic program</td>
</tr>
<tr>
<td>VI$(\phi, \Delta)$</td>
<td>the VI defined by operator $\phi$ and set $\Delta$</td>
</tr>
<tr>
<td>AVI</td>
<td>affine variational inequality</td>
</tr>
<tr>
<td>Sol$(\text{VI}(\phi, \Delta))$</td>
<td>the solution set of $\text{VI}(\phi, \Delta)$</td>
</tr>
<tr>
<td>AVI$(M, q, \Delta)$</td>
<td>the AVI defined by matrix $M$, vector $q$, and set $\Delta$</td>
</tr>
<tr>
<td>Sol$(\text{AVI}(M, q, \Delta))$</td>
<td>the solution set of $\text{AVI}(M, q, \Delta)$</td>
</tr>
<tr>
<td>Sol$(M, A, q, b)$</td>
<td>the solution set of $\text{AVI}(M, q, \Delta)$ where $\Delta = {x : Ax \geq b}$</td>
</tr>
<tr>
<td>LCP</td>
<td>linear complementarity</td>
</tr>
<tr>
<td>LCP$(M, q)$</td>
<td>the LCP problem defined by matrix $M$ and vector $q$</td>
</tr>
<tr>
<td>Sol$(M, q)$</td>
<td>the solution set of LCP$(M, q)$</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>--------------</td>
<td>-------------</td>
</tr>
<tr>
<td>NCP</td>
<td>nonlinear complementarity</td>
</tr>
<tr>
<td>NCP(φ, Δ)</td>
<td>the NCP problem defined by φ and Δ</td>
</tr>
<tr>
<td>LFVO</td>
<td>linear fractional vector optimization</td>
</tr>
<tr>
<td>VVI</td>
<td>vector variational inequality</td>
</tr>
<tr>
<td>Sol(VP)</td>
<td>the efficient solution set of the LFVO problem (VP)</td>
</tr>
<tr>
<td>Sol(VP)(^w)</td>
<td>the weakly efficient solution set of the LFVO problem (VP)</td>
</tr>
<tr>
<td>lsc</td>
<td>lower semicontinuous</td>
</tr>
<tr>
<td>lsc property</td>
<td>lower semicontinuity property</td>
</tr>
<tr>
<td>usc</td>
<td>upper semicontinuous</td>
</tr>
<tr>
<td>usc property</td>
<td>upper semicontinuity property</td>
</tr>
<tr>
<td>OD—pair</td>
<td>origin-destination pair</td>
</tr>
<tr>
<td>plq</td>
<td>piecewise linear-quadratic</td>
</tr>
<tr>
<td>PVI</td>
<td>parametric variational inequality</td>
</tr>
</tbody>
</table>
Chapter 1

Quadratic Programming Problems

Quadratic programming problems constitute a special class of non-linear mathematical programming problems. This chapter presents some preliminaries related to mathematical programming problems including the quadratic programming problems. The subsequent three chapters will provide a detailed exposition of the basic facts on quadratic programming problems, such as the solution existence, first-order optimality conditions, second-order optimality conditions, and properties of the solution sets.

1.1 Mathematical Programming Problems

Many practical and theoretical problems can be modeled in the form

\[(P) \quad \text{Minimize } f(x) \text{ subject to } x \in \Delta,\]

where \( f : \mathbb{R}^n \to \mathbb{R} \) is a given function, \( \Delta \subset \mathbb{R}^n \) is a given subset. Here and subsequently, \( \mathbb{R} = [-\infty, +\infty] = \mathbb{R} \cup \{-\infty\} \cup \{+\infty\} \) denotes the extended real line, \( \mathbb{R}^n \) stands for the \( n \)-dimensional Euclidean space with the norm

\[
\|x\| = \left( \sum_{i=1}^{n} x_i^2 \right)^{1/2}
\]
for all $x = (x_1, \ldots, x_n) \in \mathbb{R}^n$ and the scalar product

$$\langle x, y \rangle = \sum_{i=1}^{n} x_i y_i = x^T y$$

for all $x = (x_1, \ldots, x_n), y = (y_1, \ldots, y_n) \in \mathbb{R}^n$. Here and subsequently, the apex $^T$ denotes the matrix transposition. In the text, vectors are expressed as rows of real numbers; while in the matrix computations they are understood as columns of real numbers. The open ball in $\mathbb{R}^n$ centered at $x$ with radius $\delta > 0$ is denoted by $B(x, \delta)$. The corresponding closed ball is denoted by $\bar{B}(x, \delta)$. Thus

$$B(x, \delta) = \{y \in \mathbb{R}^n : \|y-x\| < \delta\}, \quad \bar{B}(x, \delta) = \{y \in \mathbb{R}^n : \|y-x\| \leq \delta\}.$$ 

The unit ball $\bar{B}(0, 1)$ will be frequently denoted by $\bar{B}_{\mathbb{R}^n}$. For a set $\Omega \subseteq \mathbb{R}^n$, the notations $\text{int}\Omega$, $\text{cl}\Omega$ and $\text{bd}\Omega$, respectively, are used to denote the topological interior, the topological closure and the boundary of $\Omega$. Thus $\text{cl}\Omega$ is the smallest closed subset in $\mathbb{R}^n$ containing $\Omega$, and

$$\text{int}\Omega = \{x \in \Omega : \exists \varepsilon > 0 \text{ s.t. } B(x, \varepsilon) \subseteq \Omega\}, \quad \text{bd}\Omega = \text{cl}\Omega \setminus \text{int}\Omega.$$ 

We say that $U \subseteq \mathbb{R}^n$ is a neighborhood of $x \in \mathbb{R}^n$ if there exists $\varepsilon > 0$ such that $B(x, \varepsilon) \subseteq U$. Sometimes instead of $(P)$ we write the following

$$\min\{f(x) : x \in \Delta\}.$$ 

**Definition 1.1.** We call $(P)$ a mathematical programming problem. We call $f$ the objective function and $\Delta$ the constraint set (also the feasible region) of $(P)$. Elements of $\Delta$ are said to be the feasible vectors of $(P)$. If $\Delta = \mathbb{R}^n$ then we say that $(P)$ is an unconstrained problem. Otherwise $(P)$ is called a constrained problem.

**Definition 1.2** (cf. Rockafellar and Wets (1998), p. 4) A feasible vector $\bar{x} \in \Delta$ is called a (global) solution of $(P)$ if $f(\bar{x}) \neq +\infty$ and $f(x) \geq f(\bar{x})$ for all $x \in \Delta$. We say that $\bar{x} \in \Delta$ is a local solution of $(P)$ if $f(\bar{x}) \neq +\infty$ and there exists a neighborhood $U$ of $\bar{x}$ such that

$$f(x) \geq f(\bar{x}) \quad \text{for all} \quad x \in \Delta \cap U. \quad (1.1)$$

The set of all the solutions (resp., the local solutions) of $(P)$ is denoted by $\text{Sol}(P)$ (resp., $\text{loc}(P)$). We say that two mathematical programming problems are equivalent if the solution set of the first problem coincides with that of the second one.
1.1 Mathematical Programming Problems

**Definition 1.3.** The optimal value $v(P)$ of (P) is defined by setting

$$v(P) = \inf \{ f(x) : x \in \Delta \}. \quad (1.2)$$

If $\Delta = \emptyset$ then, by convention, $v(P) = +\infty$.

**Remark 1.1.** It is clear that $\text{Sol}(P) \subset \text{loc}(P)$. It is also obvious that

$$\text{Sol}(P) = \{ x \in \Delta : f(x) \neq +\infty, f(x) = v(P) \}.$$ 

**Remark 1.2.** It may happen that $\text{loc}(P) \setminus \text{Sol}(P) \neq \emptyset$. For example, if we choose $\Delta = [-1, +\infty)$ and $f(x) = 2x^3 - 3x^2 + 1$ then $\bar{x} = 1$ is a local solution of (P) which is not a global solution.

**Remark 1.3.** Instead of the minimization problem (P), one may encounter with the following maximization problem

$$(P_1) \quad \text{Maximize } f(x) \text{ subject to } x \in \Delta.$$ 

A point $\bar{x} \in \Delta$ is said to be a (global) solution of (P$_1$) if $f(\bar{x}) \neq -\infty$ and $f(x) \leq f(\bar{x})$ for all $x \in \Delta$. We say that $\bar{x} \in \Delta$ is a local solution of (P$_1$) if $f(\bar{x}) \neq -\infty$ and there exists a neighborhood $U$ of $\bar{x}$ such that $f(x) \leq f(\bar{x})$ for all $x \in \Delta \cap U$. It is clear that $\bar{x}$ is a solution (resp., a local solution) of (P$_1$) if and only if $\bar{x}$ is a solution (resp., a local solution) of the following minimization problem

$$\text{Minimize } -f(x) \text{ subject to } x \in \Delta.$$ 

Thus any maximization problem of the form (P$_1$) can be reduced to a minimization problem of the form (P).

**Remark 1.4.** Even in the case $v(P)$ is a finite real number, it may happen that $\text{Sol}(P) = \emptyset$. For example, if $\Delta = [1, +\infty) \subset \mathbb{R}$ and

$$f(x) = \begin{cases} 1 & \text{for } x \neq 0 \\ +\infty & \text{for } x = 0 \end{cases}$$

then $v(P) = 0$, while $\text{Sol}(P) = \emptyset$.

There are different ways to classify mathematical programming problems:

- Convex vs. Nonconvex
- Smooth vs. Nonsmooth
- Linear vs. Nonlinear.
1. Quadratic Programming Problems

1.2 Convex Programs and Nonconvex Programs

Definition 1.4. We say that \( \Delta \subset R^n \) is a convex set if

\[
tx + (1 - t)y \in \Delta \quad \text{for every } x \in \Delta, y \in \Delta \text{ and } t \in (0,1).
\] (1.3)

The smallest convex set containing a set \( \Omega \subset R^n \) is called the convex hull of \( \Omega \) and it is denoted by \( \text{co}\Omega \).

Definition 1.5. A function \( f : R^n \rightarrow \overline{R} \) is said to be convex if its epigraph

\[
\text{epif} := \{(x, \alpha) : x \in R^n, \alpha \in R, \alpha \geq f(x)\} \quad (1.4)
\]

is a convex subset of the product space \( R^n \times R \). A convex function \( f \) is said to be proper if \( f(x) < +\infty \) for at least one \( x \in R^n \) and \( f(x) > -\infty \) for all \( x \in R^n \). A function \( f : R^n \rightarrow \overline{R} \) is said to be concave if the function \(-f\) defined by the formula \((-f)(x) = -f(x)\) is convex.

By the usual convention (see Rockafellar (1970), p. 24),

\[
\alpha + (+\infty) = (+\infty) + \alpha = +\infty \quad \text{for} \quad -\infty < \alpha \leq +\infty,
\]
\[
\alpha + (-\infty) = (-\infty) + \alpha = -\infty \quad \text{for} \quad -\infty \leq \alpha < +\infty,
\]
\[
\alpha(+\infty) = (+\infty)\alpha = +\infty, \quad \alpha(-\infty) = (-\infty)\alpha = -\infty,
\]
\[
\text{for } 0 < \alpha \leq +\infty,
\]
\[
\alpha(+\infty) = (+\infty)\alpha = -\infty, \quad \alpha(-\infty) = (-\infty)\alpha = +\infty,
\]
\[
\text{for } -\infty \leq \alpha < 0,
\]
\[
0(+\infty) = (+\infty)0 = 0 = 0(-\infty) = (-\infty)0,
\]
\[
(-\infty) = +\infty, \quad \inf \emptyset = +\infty, \quad \sup \emptyset = -\infty.
\]

The combinations \((+\infty) + (-\infty)\) and \((-\infty) + (+\infty)\) have no meaning and will be avoided.

Note that a function \( f : R^n \rightarrow R \cup \{+\infty\} \) is convex if and only if

\[
f(tx + (1-t)y) \leq tf(x) + (1-t)f(y), \quad \forall x, y \in R^n, \quad \forall t \in (0,1). \quad (1.5)
\]

Indeed, by definition, \( f \) is convex if and only if the set \( \text{epif} \) defined in (1.4) is convex. This means that

\[
t(x, \alpha) + (1 - t)(y, \beta) \in \text{epif}
\]
for all $t \in (0, 1)$ and for all $x, y \in \mathbb{R}^n$, $\alpha, \beta \in \mathbb{R}$ satisfying $\alpha \geq f(x)$, $\beta \geq f(y)$. It is a simple matter to show that the latter is equivalent to (1.5).

More generally, a function $f : \mathbb{R}^n \to \mathbb{R} \cup \{+\infty\}$ is convex if and only if

$$f(\lambda_1 x_1 + \cdots + \lambda_k x_k) \leq \lambda_1 f(x_1) + \cdots + \lambda_k f(x_k) \quad \text{(Jensen’s Inequality)}$$

whenever $x_1, \ldots, x_k \in \mathbb{R}^n$ and $\lambda_1 \geq 0, \ldots, \lambda_k \geq 0, \lambda_1 + \cdots + \lambda_k = 1$. (See Rockafellar (1970), Theorem 4.3).

**Definition 1.6.** We say that $(P)$ is a **convex program** (a convex mathematical programming problem) if $\Delta$ is a convex set and $f$ is a convex function.

**Proposition 1.1.** If $(P)$ is a convex program then

$$\text{Sol}(P) = \text{loc}(P). \quad (1.6)$$

**Proof.** It suffices to show that $\text{loc}(P) \subseteq \text{Sol}(P)$ whenever $(P)$ is a convex program. Let $\bar{x} \in \text{loc}(P)$ and let $U$ be a neighborhood of $\bar{x}$ such that (1.1) holds. If $\bar{x} \notin \text{Sol}(P)$ then there must exist $\hat{x} \in \Delta$ such that $f(\hat{x}) < f(\bar{x})$. Since $f(\bar{x}) \neq +\infty$, this implies that $f(\hat{x}) \in \mathbb{R} \cup \{-\infty\}$.

We first consider the case $f(\hat{x}) \neq -\infty$. For any $t \in (0, 1)$, we have

$$f(t\hat{x} + (1-t)\bar{x}) \leq tf(\hat{x}) + (1-t)f(\bar{x})$$

Since $t\hat{x} + (1-t)\bar{x} = \bar{x} + t(\hat{x} - \bar{x})$ belongs to $\Delta \cap U$ for sufficiently small $t \in (0, 1)$, (1.7) contradicts (1.1).

We now consider the case $f(\hat{x}) = -\infty$. Fix any $t \in (0, 1)$. For every $\alpha \in \mathbb{R}$, since $(\hat{x}, \alpha) \in \text{epi} f$ and $(\bar{x}, f(\bar{x})) \in \text{epi} f$, we have

$$t(\hat{x}, \alpha) + (1-t)(\bar{x}, f(\bar{x})) \in \text{epi} f.$$
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$$\min \{ f(x) = (x_1 - c_1)^2 + (x_2 - c_2)^2 : x \in \Delta \}, \quad (1.8)$$

where $\Delta = \{ x = (x_1, x_2) : x_1 \geq 0 \} \cup \{ x = (x_1, x_2) : x_2 \geq 0 \}$ and $c = (c_1, c_2) = (-2, -1)$. Note that $f$ is convex, while $\Delta$ is nonconvex. It is clear that (1.8) is equivalent to the following problem

$$\min \{ \| x - c \| : x \in \Delta \}. \quad (1.9)$$

One can easily verify that the solution set of (1.8) and (1.9) consists of only one point $(-2, 0)$, and the local solution set contains two points: $(-2, 0)$ and $(0, -1)$.

Example 1.2. Let $f_1(x) = -x + 2$, $f_2(x) = x + \frac{3}{2}$, $x \in \mathbb{R}$. Define $f(x) = \min \{ f_1(x), f_2(x) \}$ and choose $\Delta = [0, 2] \subseteq \mathbb{R}$. For these $f$ and $\Delta$, we have

$$\text{Sol}(P) = \{2\}, \quad \text{loc}(P) = \{0, 2\}.$$

Note that in this example $f$ is a nonconvex function, while $\Delta$ is a convex set.

Convex functions have many nice properties. For example, a convex function is continuous at any interior point of its effective domain and it is directionally differentiable at any point in the domain.

Definition 1.8. For a function $f : \mathbb{R}^n \to \mathbb{R} \cup \{+\infty\}$, the set

$$\text{dom}f := \{ x \in \mathbb{R}^n : -\infty < f(x) < +\infty \} \quad (1.10)$$

is called the effective domain of $f$. For a point $\bar{x} \in \text{dom}f$ and a vector $v \in \mathbb{R}^n$, if the limit

$$f'(\bar{x}; v) := \lim_{t \to 0} \frac{f(\bar{x} + tv) - f(\bar{x})}{t} \quad (1.11)$$

(which may have the values $+\infty$ and $-\infty$) exists then $f$ is said to be directionally differentiable at $\bar{x}$ in direction $v$ and the value $f'(\bar{x}; v)$ is called the directional derivative of $f$ at $\bar{x}$ in direction $v$. If $f'(\bar{x}; v)$ exists for all $v \in \mathbb{R}^n$ then $f$ is said to be directionally differentiable at $\bar{x}$.

In the next two theorems, $f : \mathbb{R}^n \to \mathbb{R} \cup \{+\infty\}$ is a proper convex function.
Theorem 1.1. (See Rockafellar (1970), Theorem 10.1) If $\bar{x} \in \mathbb{R}^n$ and $\delta > 0$ are such that the open ball $B(\bar{x}, \delta)$ is contained in $\text{dom} f$, then the restriction of $f$ to $B(\bar{x}, \delta)$ is a continuous real function.

Theorem 1.2. (See Rockafellar (1970), Theorem 23.1) If $\bar{x} \in \text{dom} f$ then for any $v \in \mathbb{R}^n$ the limit

$$f'(\bar{x}; v) := \lim_{t \downarrow 0} \frac{f(\bar{x} + tv) - f(\bar{x})}{t}$$

exists, and one has

$$f'(\bar{x}; v) = \inf_{t > 0} \frac{f(\bar{x} + tv) - f(\bar{x})}{t}.$$ 

Definition 1.9. The normal cone $N_\Delta(\bar{x})$ to a convex set $\Delta \subset \mathbb{R}^n$ at a point $\bar{x} \in \mathbb{R}^n$ is defined by the formula

$$N_\Delta(\bar{x}) = \begin{cases} \{x^* \in \mathbb{R}^n : \langle x^*, x - \bar{x} \rangle \leq 0 \text{ for all } x \in \Delta \} & \text{if } \bar{x} \in \Delta \\ \emptyset & \text{if } \bar{x} \notin \Delta. \end{cases} \quad (1.12)$$

Definition 1.10. The subdifferential $\partial f(\bar{x})$ of a convex function $f : \mathbb{R}^n \to \overline{\mathbb{R}}$ at a point $\bar{x} \in \mathbb{R}^n$ is defined by setting

$$\partial f(\bar{x}) = \{x^* \in \mathbb{R}^n : f(\bar{x}) + \langle x^*, x - \bar{x} \rangle \leq f(x) \text{ for every } x \in \mathbb{R}^n\}. \quad (1.13)$$

Definition 1.11. A subset $M \subset \mathbb{R}^n$ is called an affine set if $tx + (1 - t)y \in M$ for every $x \in M$, $y \in M$ and $t \in \mathbb{R}$. For a convex set $\Delta \subset \mathbb{R}^n$, the affine hull $\text{aff} \Delta$ of $\Delta$ is the smallest affine set containing $\Delta$. The relative interior of $\Delta$ is defined by the formula

$$\text{ri} \Delta = \{x \in \Delta : \exists \delta > 0 \text{ such that } B(x, \delta) \cap \text{aff} \Delta \subset \Delta\}.$$ 

The following statement describes the relation between the directional derivative and the subdifferential of convex functions.

Theorem 1.3. (See Rockafellar (1970), Theorem 23.4) Let $f$ be a proper convex function on $\mathbb{R}^n$. If $x \notin \text{dom} f$ then $\partial f(x)$ is empty. If $x \in \text{ri} (\text{dom} f)$ then $\partial f(x)$ is nonempty and

$$f'(x; v) = \sup \{\langle x^*, v \rangle : x^* \in \partial f(x)\}, \quad \forall v \in \mathbb{R}^n.$$ 

Besides, $\partial f(x)$ is a nonempty bounded set if and only if

$$x \in \text{int} (\text{dom} f),$$
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in which case $f'(x; v)$ is finite for every $v \in \mathbb{R}^n$.

The following result is called the Moreau-Rockafellar Theorem.

**Theorem 1.4.** (See Rockafellar (1970), Theorem 23.8) Let $f = f_1 + \cdots + f_k$, where $f_1, \ldots, f_k$ are proper convex functions on $\mathbb{R}^n$. If

$$\bigcap_{i=1}^{k} \text{ri}(\text{dom} f_i) \neq \emptyset$$

then

$$\partial f(x) = \partial f_1(x) + \cdots + \partial f_k(x), \quad \forall x \in \mathbb{R}^n.$$ 

First-order necessary and sufficient optimality conditions for convex programs can be stated as follows.

**Theorem 1.5.** (See Rockafellar (1970), Theorem 27.4) Suppose that $f$ is a proper convex function on $\mathbb{R}^n$ and $\Delta \subset \mathbb{R}^n$ is a nonempty convex set. If the inclusion

$$0 \in \partial f(\bar{x}) + N_\Delta(\bar{x}) \quad (1.14)$$

holds for some $\bar{x} \in \mathbb{R}^n$, then $\bar{x}$ is a solution of $(P)$. Conversely, if

$$\text{ri}(\text{dom} f) \cap \text{ri} \Delta \neq \emptyset \quad (1.15)$$

then (1.14) is a necessary and sufficient condition for $\bar{x} \in \mathbb{R}^n$ to be a solution of $(P)$. In particular, if $\Delta = \mathbb{R}^n$ then $\bar{x}$ is a solution of $(P)$ if and only if $0 \in \partial f(\bar{x})$.

Inclusion (1.14) means that there exist $x^* \in \partial f(\bar{x})$ and $u^* \in N_\Delta(\bar{x})$ such that $0 = x^* + u^*$. Note that (1.15) is a regularity condition for convex programs of the type $(P)$.

The facts stated in Proposition 1.1 and Theorem 1.5 are the most characteristic properties of convex mathematical programming problems.

Theorem 1.5 can be used for solving effectively many convex programs. For illustration, let us consider the following example.

**Example 1.3.** (The Fermat point) Let $A$, $B$, $C$ be three points in the two-dimensional space $\mathbb{R}^2$ with the coordinates

$$a = (a_1, a_2), \quad b = (b_1, b_2), \quad c = (c_1, c_2),$$

respectively. Assume that there exists no straight line containing all the three points. The problem consists of finding a point $M$ in $\mathbb{R}^2$
with the coordinates \( \bar{x} = (\bar{x}_1, \bar{x}_2) \) such that the sum of the distances from \( M \) to \( A \), \( B \) and \( C \) is minimal. This amounts to saying that \( \bar{x} \) is a solution of the following unconstrained convex program:

\[
\min \{ f(x) := \|x - a\| + \|x - b\| + \|x - c\| : x \in \mathbb{R}^2 \}. \tag{1.16}
\]

In Lemma 1.1 below it will be proved that problem (1.16) has solutions and the solution set is a singleton. Note that \( f = f_1 + f_2 + f_3 \), where \( f_1(x) = \|x - a\|, \ f_2(x) = \|x - b\|, \ f_3(x) = \|x - c\| \). By Theorem 1.5, \( \bar{x} \) is a solution of (1.16) if and only if \( 0 \in \partial f(\bar{x}) \). As \( \text{dom}f_i = \mathbb{R}^2 \ (i = 1, 2, 3) \), using Theorem 1.4 we can write the last inclusion in the following equivalent form

\[
0 \in \partial f_1(\bar{x}) + \partial f_2(\bar{x}) + \partial f_3(\bar{x}). \tag{1.17}
\]

We first consider the case where \( \bar{x} \) coincides with one of the three vectors \( a, b, c \). Let \( \bar{x} = a \), i.e. \( M \equiv A \). In this case,

\[
\partial f_1(\bar{x}) = \overline{B}_{\mathbb{R}^2}, \quad \partial f_2(\bar{x}) = \left\{ \frac{a - b}{\|a - b\|} \right\}, \quad \partial f_3(\bar{x}) = \left\{ \frac{a - c}{\|a - c\|} \right\}.
\]

Hence (1.17) is equivalent to saying that there exists \( u^* \in \overline{B}_{\mathbb{R}^2} \) such that

\[
0 = u^* - v^* - w^*, \tag{1.18}
\]

where \( v^* := (b - a)/\|b - a\|, \ w^* := (c - a)/\|c - a\| \). From (1.18) it follows that

\[
1 \geq \|u^*\|^2 = \langle u^*, u^* \rangle = \langle v^* + w^*, v^* + w^* \rangle = \|v^*\|^2 + \|w^*\|^2 + 2\langle v^*, w^* \rangle.
\]

As \( \|v^*\| = 1 \) and \( \|w^*\| = 1 \), this yields \( \langle v^*, w^* \rangle \leq -\frac{1}{2} \). Denoting by \( \alpha \) the geometric angle between the vectors \( v^* \) and \( w^* \) (which is equal to angle \( \hat{A} \) of the triangle ABC), we deduce from the last inequality that

\[
\cos \alpha = \frac{\langle v^*, w^* \rangle}{\|v^*\| \cdot \|w^*\|} = \langle v^*, w^* \rangle \leq -\frac{1}{2}.
\]

Hence

\[
\frac{2\pi}{3} \leq \alpha < \pi. \tag{1.19}
\]

(The case \( \alpha = \pi \) is excluded because there exists no straight line containing \( A, B \) and \( C \).) It is easy to show that (1.19) implies that
\( \tilde{u}^* := v^* + w^* \) belongs to \( \tilde{B}_{R^2} \). Thus (1.19) is equivalent to (1.17). This means that (1.19) holds if and only if \( \bar{x} = a \) is a solution of (1.16).

We now turn to the case where \( \bar{x} \not\equiv a, \bar{x} \not\equiv b \) and \( \bar{x} \not\equiv c \), i.e. \( M \) does not coincide with anyone from the three vertexes \( A, B, C \) of the triangle \( ABC \). In this case, as

\[
\partial f_1(\bar{x}) = \left\{ \frac{\bar{x} - a}{\|\bar{x} - a\|} \right\}, \quad \partial f_2(\bar{x}) = \left\{ \frac{\bar{x} - b}{\|\bar{x} - b\|} \right\}, \quad \partial f_3(\bar{x}) = \left\{ \frac{\bar{x} - c}{\|\bar{x} - c\|} \right\},
\]

(1.17) is equivalent to the equality

\[
0 = u^* + v^* + w^*,
\]

where \( u^* := (a - \bar{x})/\|a - \bar{x}\|, \ v^* := (b - \bar{x})/\|b - \bar{x}\| \) and \( w^* := (c - \bar{x})/\|c - \bar{x}\| \). By (1.20),

\[
1 = \|u^*\|^2 = \langle u^*, u^* \rangle = \langle -v^* - w^*, -v^* - w^* \rangle = \|v^*\|^2 + \|w^*\|^2 + 2\langle v^*, w^* \rangle.
\]

Since \( \|v^*\| = 1 \) and \( \|w^*\| = 1 \), this implies that \( \langle v^*, w^* \rangle = -\frac{1}{2} \). Hence the geometric angle \( \alpha \) between \( v^* \) and \( w^* \) is \( 2\pi/3 \). Similarly, we deduce from (1.20) that the geometric angle \( \beta \) (resp., \( \gamma \)) between \( u^* \) and \( w^* \) (resp., between \( u^* \) and \( v^* \)) is equal to \( 2\pi/3 \). (Geometrically, we have shown that \( M \) sees the edges \( BC, AC \) and \( AB \) of the triangle \( ABC \) under the same angle \( 120^\circ \).) It is easily seen that if

\[
\alpha = \beta = \gamma = \frac{2\pi}{3}
\]

then (1.20) is satisfied; hence (1.17) is valid and \( \bar{x} \) is a solution of (1.16).

Summarizing all the above in the language of Euclidean Geometry, we have the following conclusions:

(i) If one of the three angles of the triangle \( ABC \), say \( \hat{A} \), is larger than or equal to \( 120^\circ \), then \( M \equiv A \) is the unique solution of our problem.

(ii) If all the three angles of the triangle \( ABC \) are smaller than \( 120^\circ \), then the unique solution of our problem is the point \( M \) seeing the edges \( BC, AC \) and \( AB \) of the triangle \( ABC \).
under the same angle $120^\circ$. (This special point $M$ is called the Fermat point or the Torricelli point (see Weisstein (1999)). It can be proved that the Fermat point belongs to the interior of the triangle $ABC$.)

If the necessary and sufficient optimality condition stated in Theorem 1.5 yields a unique point $\bar{x}$ which can be expressed explicitly via the data of the optimization problem (see, for instance, the situation in Example 1.6 below) then the problem has solutions and the solution set is a singleton. In the other case, information about the solution existence and uniqueness can be obtained by analyzing furthermore the structure of the problem under consideration.

For the illustrative problem described in Example 1.3, the following statement is valid.

**Lemma 1.1.** Let $a = (a_1, a_2)$, $b = (b_1, b_2)$, $c = (c_1, c_2)$ be given points in $\mathbb{R}^2$ such that there exists no straight line containing all the three points. Then problem (1.16) has solutions and the solution set is a singleton.

**Proof.** In order to show that (1.16) has solutions, we observe that

$$f(x) \geq 3\|x\| - \|a\| - \|b\| - \|c\|.$$ 

Therefore $\lim_{\|x\| \to +\infty} f(x) = +\infty$. Fix any $z \in \mathbb{R}^2$ and put $\gamma = f(z)$. Let $q \in [\|z\|, +\infty)$ be such that

$$f(x) > \gamma \quad \text{for every } x \in \mathbb{R}^2 \setminus \bar{B}(0, q).$$

By the Weierstrass Theorem, the restriction of the continuous function $f(x)$ on the compact set $\bar{B}(0, q)$ achieves minimum at some point $\bar{x} \in \bar{B}(0, q)$, that is $f(\bar{x}) \leq f(y)$ for every $y \in \bar{B}(0, q)$. Since

$$f(\bar{x}) \leq f(z) = \gamma < f(x) \quad \text{for all } x \in \mathbb{R}^2 \setminus \bar{B}(0, q),$$

it follows that $\bar{x}$ is a solution of (1.16).

We now prove that $f(x)$ is a strictly convex function, that is

$$f(tx + (1-t)y) < tf(x) + (1-t)f(y)$$

for all $x, y$ in $\mathbb{R}^2$ with $x \neq y$ and for all $t \in (0,1)$. Given any $x = (x_1, x_2)$, $y = (y_1, y_2)$ in $\mathbb{R}^2$ with $x \neq y$ and $t \in (0,1)$, we consider the following vector systems

$$\{x - a, y - a\}, \quad \{x - b, y - b\}, \quad \{x - c, y - c\}. \quad (1.21)$$
We claim that at least one of the three systems is linearly independent. Suppose the claim were false. Then we would have

\[
\det \begin{pmatrix} x_1 - a_1 & y_1 - a_1 \\ x_2 - a_2 & y_2 - a_2 \end{pmatrix} = 0, \quad \det \begin{pmatrix} x_1 - b_1 & y_1 - b_1 \\ x_2 - b_2 & y_2 - b_2 \end{pmatrix} = 0, \\
\det \begin{pmatrix} x_1 - c_1 & y_1 - c_1 \\ x_2 - c_2 & y_2 - c_2 \end{pmatrix} = 0,
\]

where \( \det Z \) denotes the determinant of a square matrix \( Z \). These equalities imply that

\[
(x_1 - y_1)a_2 - (x_2 - y_2)a_1 = x_1y_2 - x_2y_1, \\
(x_1 - y_1)b_2 - (x_2 - y_2)b_1 = x_1y_2 - x_2y_1, \\
(x_1 - y_1)c_2 - (x_2 - y_2)c_1 = x_1y_2 - x_2y_1.
\]

Since \( x \neq y \), we have \((x_1 - y_1)^2 + (x_2 - y_2)^2 \neq 0 \). So the set

\[
L := \{ z = (z_1, z_2) \in \mathbb{R}^2 : (x_1 - y_1)z_2 - (x_2 - y_2)z_1 = x_1y_2 - x_2y_1 \}
\]

is a straight line in \( \mathbb{R}^2 \). By (1.22), \( L \) contains all the points \( a, b, c \). This contradicts our assumption. We have thus proved that at least one of the three vector systems in (1.21) is linearly independent.

Without loss of generality, we can assume that the system \( \{x-a, y-a\} \) is linearly independent. Then the system \( \{t(x-a), (1-t)(y-a)\} \) is also linearly independent. This implies that

\[
\|t(x-a) + (1-t)(y-a)\| < t\|x-a\| + (1-t)\|y-a\|.
\]

So we have

\[
f(tx + (1-t)y) = \|tx + (1-t)y - a\| + \|tx + (1-t)y - b\| \\
+ \|tx + (1-t)y - c\| \\
= \|t(x-a) + (1-t)(y-a)\| \\
+ \|t(x-b) + (1-t)(y-b)\| \\
+ \|t(x-c) + (1-t)(y-c)\| \\
< t\|x-a\| + (1-t)\|y-a\| \\
+ t\|x-b\| + (1-t)\|y-b\| \\
+ t\|x-c\| + (1-t)\|y-c\| \\
= tf(x) + (1-t)f(y).
\]

The strict convexity of \( f \) has been established. From this property it follows immediately that (1.16) cannot have more than one solution.
Indeed, if there were two different solutions $x$ and $y$ of the problem, then by the strict convexity of $f$ we would have

$$f\left(\frac{1}{2}x + \frac{1}{2}y\right) < \frac{1}{2}f(x) + \frac{1}{2}f(y) = f(x).$$

This contradicts the fact that $x$ is a solution of (1.16). The proof of the lemma is complete.

**Remark 1.5.** It follows from the above results that (1.16) admits a unique solution belonging to the convex hull of the set $\{a, b, c\}$. Hence (1.16) is equivalent to the following constrained convex program

$$\min\{\|x - a\| + \|x - b\| + \|x - c\| : x \in \text{co}\{a, b, c\}\}.$$

In problem $(P)$, if $\Delta$ is the solution set of a system of inequalities and equalities then first-order optimality conditions can be written in a form involving some Lagrange multipliers.

Let us consider problem $(P)$ under the assumptions that $f : \mathbb{R}^n \to \mathbb{R}$ is a convex function and

$$\Delta = \{x \in \mathbb{R}^n : g_1(x) \leq 0, \ldots, g_m(x) \leq 0, h_1(x) = 0, \ldots, h_s(x) = 0\},$$

(1.23)

where $g_i : \mathbb{R}^n \to \mathbb{R}$ for $i = 1, \ldots, m$ is a convex function, $h_j : \mathbb{R}^n \to \mathbb{R}$ for $j = 1, \ldots, s$ is an affine function, i.e. there exist $a_j \in \mathbb{R}^n$ and $\alpha_j \in \mathbb{R}$ such that $h_j(x) = \langle a_j, x \rangle + \alpha_j$ for every $x \in \mathbb{R}^n$. It is admitted that the equality constraints (resp., the equality constraints) can be absent in (1.23). For abbreviation, we use the formal writing $m = 0$ (resp., $s = 0$) to indicate that all the inequality constraints (resp., all the equality constraints) in (1.23) are absent.

**Theorem 1.6.** (Kuhn-Tucker Theorem for convex programs; see Rockafellar (1970), p. 283) Let $(P)$ be a convex program where $\Delta$ is given by (1.23). Let the above assumptions on $f$, $g_i$ ($i = 1, \ldots, m$) and $h_j$ ($j = 1, \ldots, s$) be satisfied. Assume that there exists a vector $z \in \mathbb{R}^n$ such that

$$g_i(z) < 0 \text{ for } i = 1, \ldots, m \text{ and } h_j(z) = 0 \text{ for } j = 1, \ldots, s.$$

(1.24)

Then $\bar{x}$ is a solution of $(P)$ if and only if there exist $m + s$ real numbers $\lambda_1, \ldots, \lambda_m, \mu_1, \ldots, \mu_s$, which are called the Langrange multipliers corresponding to $\bar{x}$, such that the following Kuhn-Tucker conditions are fulfilled:
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(a) \( \lambda_i \geq 0, \ g_i(\bar{x}) \leq 0 \) and \( \lambda_i f_i(\bar{x}) = 0 \) for \( i = 1, \ldots, m \),

(b) \( h_j(\bar{x}) = 0 \) for \( j = 1, \ldots, s \),

(c) \( 0 \in \partial f(\bar{x}) + \sum_{i=1}^{m} \lambda_i \partial g_i(\bar{x}) + \sum_{j=1}^{s} \mu_j \alpha_j \).

Note that (1.24) is a constraint qualification for convex programs. If \( s = 0 \) then it becomes

\[ \exists z \in R^n \text{ s.t. } g_i(z) < 0 \text{ for } i = 1, \ldots, m. \] (The Slater condition)

If \( m = 0 \) then (1.24) is equivalent to the requirement that \( \Delta \) is nonempty. Actually, in that case condition (1.24) can be omitted in the formulation of Theorem 1.6.

1.3 Smooth Programs and Nonsmooth Programs

For brevity, if \( f : R^n \rightarrow R \) is a continuously Fréchet differentiable function then we shall say that \( f \) is a \( C^1 \)-function. Similarly, if \( f \) is twice continuously Fréchet differentiable function then we shall say that \( f \) is a \( C^2 \)-function. The vector

\[ \nabla f(\bar{x}) = \left( \begin{array}{c} \frac{\partial f(\bar{x})}{\partial x_1} \\ \vdots \\ \frac{\partial f(\bar{x})}{\partial x_n} \end{array} \right), \]

where \( \frac{\partial f(\bar{x})}{\partial x_i} \) for \( i = 1, \ldots, n \) denotes the partial derivative of \( f \) at \( \bar{x} \) with respect to \( x_i \), is called the gradient of \( f \) at \( \bar{x} \). The matrix

\[ \nabla^2 f(\bar{x}) = \begin{pmatrix} \frac{\partial^2 f(\bar{x})}{\partial x_1 \partial x_1} & \frac{\partial^2 f(\bar{x})}{\partial x_1 \partial x_2} & \cdots & \frac{\partial^2 f(\bar{x})}{\partial x_1 \partial x_n} \\ \frac{\partial^2 f(\bar{x})}{\partial x_2 \partial x_1} & \frac{\partial^2 f(\bar{x})}{\partial x_2 \partial x_2} & \cdots & \frac{\partial^2 f(\bar{x})}{\partial x_2 \partial x_n} \\ \vdots & \vdots & \ddots & \vdots \\ \frac{\partial^2 f(\bar{x})}{\partial x_n \partial x_1} & \frac{\partial^2 f(\bar{x})}{\partial x_n \partial x_2} & \cdots & \frac{\partial^2 f(\bar{x})}{\partial x_n \partial x_n} \end{pmatrix}, \]

where \( \frac{\partial^2 f(\bar{x})}{\partial x_j \partial x_i} \) denotes the second-order partial derivative of \( f \) at \( \bar{x} \) w.r.t. \( x_j \) and \( x_i \), is called the Hessian matrix of \( f \) at \( \bar{x} \). It is
well-known that if $f$ is a $C^1$-function on $\mathbb{R}^n$ then $f$ is directionally differentiable on $\mathbb{R}^n$ (see Definition 1.8) and

$$f'(\bar{x}; v) = \nabla f(\bar{x}) v = \sum_{i=1}^{n} \frac{\partial f(\bar{x})}{\partial x_i} v_i,$$

for every $\bar{x} \in \mathbb{R}^n$ and $v = (v_1, \ldots, v_n) \in \mathbb{R}^n$.

**Definition 1.12.** We say that $(P)$ is a smooth program (a smooth mathematical programming problem) if $f : \mathbb{R}^n \to \mathbb{R}$ is a $C^1$-function and $\Delta$ can be represented in the form (1.23) where $g_i : \mathbb{R}^n \to \mathbb{R}$ ($i = 1, \ldots, m$) and $h_j : \mathbb{R}^n \to \mathbb{R}$ ($j = 1, \ldots, s$) are $C^1$-functions. Otherwise, $(P)$ is called a nonsmooth program.

We have considered problem (1.16) of finding the Fermat point. It is an example of nonsmooth programs. Function $f(x)$ in (1.16) is not a $C^1$-function. However, it is a Lipschitz function because

$$|f(x) - f(y)| \leq 3\|x - y\| \quad \text{for all } x, y \text{ in } \mathbb{R}^2.$$

**Definition 1.13.** A function $f : \mathbb{R}^n \to \mathbb{R}$ is said to be a locally Lipschitz near $\bar{x} \in \mathbb{R}^n$ if there exist a constant $\ell \geq 0$ and a neighborhood $U$ of $\bar{x}$ such that

$$|f(x') - f(x)| \leq \ell \|x' - x\| \quad \text{for all } x, x' \text{ in } U.$$

If $f$ is locally Lipschitz near every point in $\mathbb{R}^n$ then $f$ is said to be a locally Lipschitz function on $\mathbb{R}^n$. If $f$ is locally Lipschitz near $\bar{x}$ then the generalized directional derivative of $f$ at $\bar{x}$ in direction $v \in \mathbb{R}^n$ is defined by

$$f^0(\bar{x}; v) := \limsup_{x \to \bar{x}, t \downarrow 0} \frac{f(x + tv) - f(x)}{t} = \sup\{\xi \in \mathbb{R} : \exists \text{ sequences } x_k \to \bar{x} \text{ and } t_k \to 0^+ \text{ such that } \xi = \lim_{k \to +\infty} \frac{f(x_k + t_k v) - f(x_k)}{t_k}\}.$$

The Clarke generalized gradient of $f$ at $\bar{x}$ is given by

$$\partial f(\bar{x}) := \{x^* \in \mathbb{R}^n : f^0(\bar{x}; v) \geq \langle x^*, v \rangle \text{ for all } v \in \mathbb{R}^n\}.$$

**Theorem 1.7.** (See Clarke (1983), Propositions 2.1.2, 2.2.4, 2.2.6 and 2.2.7) Let $f : \mathbb{R}^n \to \mathbb{R}$ be a real function. Then the following assertions hold:
1. Quadratic Programming Problems

(a) If $f$ is locally Lipschitz near $\bar{x} \in \mathbb{R}^n$ then

$$f^0(\bar{x}; v) = \max \{ \langle x^*, v \rangle : x^* \in \partial f(\bar{x}) \}$$

for every $v \in \mathbb{R}^n$.

(b) If $f$ is a $C^1$-function then $f$ is a locally Lipschitz function and

$$\partial f(\bar{x}) = \{ \nabla f(\bar{x}) \}, \quad f^0(\bar{x}; v) = \langle \nabla f(\bar{x}), v \rangle$$

for all $\bar{x} \in \mathbb{R}^n$ and $v \in \mathbb{R}^n$.

(c) If $f$ is convex then $f$ is a locally Lipschitz function and, for every $\bar{x} \in \mathbb{R}^n$, the Clarke generalized gradient $\partial f(\bar{x})$ coincides with the subdifferential of $f$ at $\bar{x}$ defined by formula (1.13). Besides, $f^0(\bar{x}; v) = f'(\bar{x}; v)$ for every $v \in \mathbb{R}^n$.

As concerning the above assertion (c), we note that the directional derivative $f'(\bar{x}; v)$ exists according to Theorem 1.2.

**Definition 1.14.** Let $C \subset \mathbb{R}^n$ be a nonempty subset. The Clarke tangent cone $T_C(x)$ to $C$ at $x \in C$ is the set of all $v \in \mathbb{R}^n$ satisfying $d^0_C(x; v) = 0$, where $d^0_C(x; v)$ denotes the generalized directional derivative of the Lipschitzian function $d_C(z) := \inf \{ \|y - z\| : y \in C \}$ at $x$ in direction $v$. The Clarke normal cone $N_C(x)$ to $C$ at $x$ is defined as the dual cone of $T_C(x)$, i.e.

$$N_C(x) = \{ x^* \in \mathbb{R}^n : \langle x^*, v \rangle \leq 0 \quad \text{for all } v \in T_C(x) \}.$$

**Theorem 1.8.** (See Clarke (1983), Propositions 2.4.3, 2.4.4 and 2.4.5) For any nonempty subset $C \subset \mathbb{R}^n$ and any point $x \in C$, the following assertions hold:

(a) $N_C(x) = \left\{ \bigcup_{t \geq 0} t \partial d_C(x) \right\}$.

(b) If $C$ is convex then $N_C(x)$ coincides with the normal cone to $C$ at $x$ defined by formula (1.12), and $T_C(x)$ coincides with the topological closure of the set cone$(C - x) := \{ tz : t \geq 0, z \in C - x \}$.

(c) The inclusion $v \in T_C(x)$ is valid if and only if, for every sequence $x_k$ in $C$ converging to $x$ and sequence $t_k$ in $(0, +\infty)$ converging to 0, there exists a sequence $v_k$ in $\mathbb{R}^n$ converging to $v$ such that $x_k + t_k v_k \in C$ for all $k$. 

1.3 Smooth Programs and Nonsmooth Programs

We now consider problem \((P)\) under the assumptions that \(f : \mathbb{R}^n \to \mathbb{R}\) is a locally Lipschitz function and

\[\Delta = \{x \in C : g_1(x) \leq 0, \ldots, g_m(x) \leq 0, h_1(x) = 0, \ldots, h_s(x) = 0\},\]

where \(C \subset \mathbb{R}^n\) is a nonempty subset, \(g_i : \mathbb{R}^n \to \mathbb{R} (i = 1, \ldots, m)\) and \(h_j : \mathbb{R}^n \to \mathbb{R} (j = 1, \ldots, s)\) are locally Lipschitz functions.

**Theorem 1.9.** (See Clarke (1983), Theorem 6.1.1 and Remark 6.1.2) If \(\bar{x}\) is a local solution of \((P)\) then there exist \(m + s + 1\) real numbers \(\lambda_0 \geq 0, \lambda_1 \geq 0, \ldots, \lambda_m \geq 0, \mu_1, \ldots, \mu_s, \) not all zero, such that

\[0 \in \lambda_0 \partial f(\bar{x}) + \sum_{i=1}^{m} \lambda_i \partial g_i(\bar{x}) + \sum_{j=1}^{s} \mu_j \partial h_j(\bar{x}) + N_C(\bar{x}) \quad (1.26)\]

and

\[\lambda_i g_i(\bar{x}) = 0 \quad \text{for all } i = 1, 2, \ldots, m. \quad (1.27)\]

The preceding theorem expresses the first-order necessary optimality condition for a class of nonsmooth programs in the Fritz-John form. Under some suitable constraint qualifications, the multiplier \(\lambda_0\) corresponding to the objective function \(f\) is positive. In that case, dividing both sides of the inclusion in (1.26) and the equalities in (1.27) by \(\lambda_0\) and setting \(\tilde{\lambda}_i = \lambda_i / \lambda_0\) for \(i = 1, \ldots, m, \tilde{\mu}_j = \mu_j / \lambda_0\) for \(j = 1, \ldots, s,\) we obtain

\[0 \in \partial f(\bar{x}) + \sum_{i=1}^{m} \tilde{\lambda}_i \partial g_i(\bar{x}) + \sum_{j=1}^{s} \tilde{\mu}_j \partial h_j(\bar{x}) + N_C(\bar{x}) \quad (1.28)\]

and

\[\tilde{\lambda}_i g_i(\bar{x}) = 0 \quad \text{for all } i = 1, 2, \ldots, m. \quad (1.29)\]

Similarly as in the case of convex programs (see Theorem 1.6), if (1.28) and (1.29) are fulfilled then the numbers \(\tilde{\lambda}_1 \geq 0, \ldots, \tilde{\lambda}_m \geq 0, \tilde{\mu}_1 \in \mathbb{R}, \ldots, \tilde{\mu}_s \in \mathbb{R}\) are called the Lagrange multipliers corresponding to \(\bar{x}\).

It is a simple matter to obtain the following two Lagrange multiplier rules from Theorem 1.9. (See Clarke (1983), pp. 234–236).