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Chapter 1  
Introduction 

The objective of the work presented in this book is the study, design and imple-
mentation of a low-cost, low-power radar sensor, using CMOS technology. This 
radar sensor can have several applications, including: 

• Proximity sensor: being able to detect any intruders that enter a safety perime-
ter, defined around the sensor. 

• Motion detector: being able to detect motion of objects around the sensor. 
• Ground penetrating radar: Since the radar sensor will use signals with a large 

bandwidth at low frequency, it will be capable of detecting artifacts buried at 
shallow depth in some types of soil.  

• 2D/3D imaging: by combining the outputs of several radar sensors and using 
signal processing techniques it is possible to obtain a 2D/3D image. 

The operation principle of a radar system is very simple: an electromagnetic signal 
(pulse) is radiated, this signal travels at the speed of light (assuming that the signal 
propagates in space), when the signal encounters an object part of its energy is re-
radiated therefore creating an echo, the echo signal travels back to the point of ra-
diation of the original signal at the speed of light. This signal can be detected and 
the time interval between the transmission of the signal and arrival of the echo can 
be measured. The capability of the radar to distinguish between two targets close 
to each other is dependent on the relation between the pulse width and the time it 
takes for the light to travel the distance between the two targets. If the pulse width 
is larger than this time, it is very difficult to distinguish the echoes from each tar-
get. In order to separate two targets placed close together it is important to use a 
small pulse width. The bandwidth of signal with a given time duration (pulse) is 
approximately equal to the inverse of the signal time duration. If a pulse signal is 
used to modulate a sine-wave carrier, the resulting signal will have approximately 
the same bandwidth as the pulse signal centered around the carrier frequency. So, 
if traditional narrow band signals are used, the carrier frequency needs to be very 
high, in order to obtain a relatively low fractional bandwidth. This high frequency 
would result in the need for expensive RF technologies such as GaAs. But if the 
carrier frequency is reduced, eventually using no carrier signal just the pulse sig-
nal, the resulting signal will still have the capability of resolving two targets 
placed close to each other. As an example if it is desired to distinguish between 
targets separated by a distance of 30 cm it is necessary to use a pulse width 
smaller than 1 ns. If this pulse is used to modulate a sine-wave signal, the carrier 
frequency might be as high as 20 GHz, but if the pulse is used without a carrier 
signal, the resulting signal will have most of its power below 2 GHz. This fre-
quency range is within the reach of modern CMOS technologies (0.35 μm, 0.18 
μm or better), which are less expensive than more exotic technologies. 

1 
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2      1 Introduction 

A signal which has a very large bandwidth compared to its center frequency 
value is known as an UWB signal and it has been know and utilized since the end 
of the nineteenth century. The interest in these types of signals has increased in the 
last years due to the potential benefits of imaging and communications systems 
based on UWB signals. Although initially, the use of UWB signals was prohibited 
because these signals would interfere with narrow band RF signals, recently it was 
realized that if the power of the UWB signal is low, the interference is limited and 
UWB signals can share the same electromagnetic spectrum as narrow band RF 
signals. This allows using the same electromagnetic spectrum (which a scarce re-
source) for different applications. In 2002 the FCC recognized this and allowed to 
use UWB signals in a variety of applications, as long as the PSD of the signals 
was limited to certain levels. UWB systems radiate signals with very low power 
level, to reduce the interference with narrow band systems. This means that the 
range of operation for UWB systems will be short; however by exploring the high 
bandwidth of UWB signals it is possible to obtain high data rate digital communi-
cations at short ranges or creating high-resolution radar images. 

This book is divided in 6 chapters; a brief overview of the following chapters is 
given next. 

The second chapter introduces UWB signals and systems. The utilization of 
UWB systems, in the last one hundred years, is described in a brief history of 
UWB signals and systems, showing that this type of signals were used in the be-
ginning of the radio history, but were abandoned in favor of narrow band RF sig-
nals. During a long time UWB signals survived in niche applications. However, in 
the last 15 years, the evolution of the CMOS technology enabled a reduction of 
the cost of UWB systems and, at the same time, enabled an expansion of their 
functionality. This led to a renovated interest in UWB systems, both for communi-
cations and for imaging applications. This chapter shows some examples of UWB 
signals and characterizes the time domain and frequency domain properties of 
these signals. It is shown, that baseband UWB signals can be easily generated us-
ing circuits built in a CMOS technology, which is less expensive than more exotic 
technologies such as GaAs or Silicon-Germanium. The second chapter ends with a 
study of the interaction between UWB signals and the antennas used to transmit 
and receive them. In this analysis, a methodology that allows to calculate the 
shape of the received UWB signal in an antenna link is developed. Using this me-
thodology, it is shown that the optimal input impedance of an UWB receiver is not 
necessarily the same as the optimal input impedance for a narrow band signal. 
There is also an analysis about the best type of antenna for UWB signals and how 
each type of antenna affects the PSD of the radiated signal. 

The third chapter describes the operation of a radar system. The differences and 
advantages of using UWB signals in a radar system, over traditional narrow band 
signals, are discussed. The radar equation, usually defined for narrow band sig-
nals, is redefined for UWB signals. This new radar equation is used to analyze the 
echo signals from targets with basic shapes, resulting in an estimative of the echo 
signal amplitude as a function of the target distance. The architecture of an UWB 
radar based in the concept of sub-sampling is defined and the constituting blocks 
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are described. The remaining of the chapter is concentrated in analyzing the re-
ceiver channel of the radar system. This analysis is centered around the noise 
power level in the receive path. From this analysis a new receiver circuit for base-
band UWB signals is proposed. This new circuit is an averaging switched-
integrator circuit. This circuit is described in detail and a design procedure is 
shown.  

The fourth chapter deals with the problem of generating a clock signal with a 
programmable delay. This clock is necessary in the radar system to define the 
sampling instant in the receiver channel. The delay in this clock signal is relative 
to the transmit clock signal and is used to determine the target distance. A new di-
gitally programmable delay architecture that can have a large programming linear-
ity is proposed. This architecture is based on a digital ΣΔ modulator that controls a 
1-bit digital-to-time converter, whose output is filtered by a delay locked-loop, 
thus producing a delayed clock signal. This architecture is analyzed and designed, 
at high level, to meet the required specifications for the radar system. A high level 
model is used to simulate the behavior of this circuit and validate the design. The 
electronic sub-blocks necessary to build this circuit are described, analyzed and a 
design methodology for each sub-block is derived. These circuits are implemented 
using differential clock signals in order to reduce the noise level in the radar sys-
tem.  

The fifth chapter describes the experimental CMOS prototype IC that was de-
veloped to evaluate the performance of the different sub-blocks of the radar sys-
tem. The first part of this chapter is dedicated to the description of the prototype 
IC and to the design of the short pulse generator circuit and the amplifier circuit 
needed in the receive path. The second part of the chapter describes the experi-
mental evaluation of the circuit and presents the measured results for each of the 
radar system sub-blocks. The experimental evaluation procedures used during the 
testing of the prototype IC, are also described. 

Finally, the sixth chapter describes an overview of the research presented in this 
book, draws some conclusions about obtained results and presents some sugges-
tions for future work in this area. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 



Chapter 2  
UWB Signals and Systems 

Abstract this chapter introduces UWB signals and systems. The utilization of 
UWB systems, in the last one hundred years, is described in a brief history of 
UWB signals and systems. This chapter shows some examples of UWB signals 
and characterizes the time domain and frequency domain properties of these sig-
nals. It is shown, that baseband UWB signals can be easily generated using cir-
cuits built in a CMOS technology. The chapter ends with a study of the interaction 
between UWB signals and the antennas used to transmit and receive them. In this 
analysis, a methodology that allows to calculate the shape of the received UWB 
signal in an antenna link is developed. Using this methodology, it is show that the 
optimal input impedance of an UWB receiver is not necessarily the same as the 
optimal input impedance for a narrow band signal. There is also an analysis about 
the best type of antenna for UWB signals and how each type of antenna affected 
the PSD of the radiated signal. 

2.1 A Brief History of UWB Systems and their Applications 

The first intentional emission of electromagnetic radiation was based in the 
generation of electrical signals with short duration [1]. In his pioneering 
experiments, Heinrich Hertz [2] invented a RF oscillator consisting of a resonant 
circuit (a balanced half wave length dipole, capacitively loaded by large metal 
spheres) and a fast acting switch (a spark gap in the center of the dipole). This 
arrangement was operated by applying a high voltage DC pulse to the dipole, 
this high voltage DC pulse was generated by the secondary of a transformer 
where a large DC current (i1) was interrupted in the primary. A simplified 
representation of this circuit is shown in Fig. 2.1.  

v
SG

i
1 i

2

Fig. 2.1 Simplified representations of the Hertz RF generator and receiver 

5 
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The capacitance of the dipole is charged by the high voltage pulse until the voltage 
across the spark gap (vSG) is enough to cause a spark. The spark arc has a low re-
sistance that effectively connects the two parts of the dipole causing a large abrupt 
current (i2) to flow between the two charged spheres. This current causes a mag-
netic field that reaches its maximum value when the electrical field between the 
two spheres is zero. As the magnetic field collapses, the electrical field increases 
(with an opposite polarity as before) because the current continues to flow charg-
ing the spheres, when the current reaches zero, the energy is once again stored in 
the electrical field and the cycle will repeat itself. The charge will thus flow back 
and forth between the spheres, as the energy alternates between the magnetic and 
the electrical field, except that approximately 15% of the energy is radiated as RF 
energy in each half cycle. The dipole produces about five half-cycles of RF energy 
for each high voltage pulse applied. The typical output wave of this oscillator is a 
short duration damped sine-wave and the resulting RF frequency spectrum is very 
wide. 

In his experiments Hertz used his oscillator apparatus to generate electromag-
netic waves with frequencies1 of 50 MHz, 100 MHz and 430 MHZ; he used such 
high frequencies in order to obtain a wave-length with an acceptable small value, 
necessary to run his experiments inside his laboratory. He detected the electro-
magnetic waves using a very small spark gap connected to a resonant circuit con-
sisting of a loop with half wave-length (as shown in Fig. 2.1). A small spark 
would indicate the presence of an electromagnetic field; this setup is not very sen-
sitive and requires almost complete darkness to detect the small spark. Neverthe-
less, he was able to measure the wave length by determining the position of the 
peaks and nulls of the radiated RF signal. 

Latter Marconi used and perfected Hertz experiments in order to obtain a wire-
less telegraphy system. His systems used variable capacitors to provide tuning to 
both receivers and transmitters, in order to select different frequencies of operation 
[3]. The transmitters were still based in spark plugs and therefore a considerate 
amount of RF energy was spread outside the band of interest, resulting in ineffi-
cient operation. The receivers were based on coherer tubes, a glass tube filled with 
metallic powder, whose resistance would drop approximately an order of magni-
tude when submitted to an electrical discharge. The sensitivity of this detector is 
very low. These systems were suited for communication using only Morse code. 
To compensate the large inefficiencies of the transmitters and of the receivers, the 
transmitters needed to radiate a large amount of power (over 10 kW). The result 
was, as the number of spark plug transmitters increased, the interference between 
them prevented clear communication between a given transmitter and a given re-
ceiver. This led to the invention and development of continuous wave oscillators, 
where the output signal is a continuous sine wave with a desired frequency value, 
resulting in a reduction of the power transmitted outside the desired frequency 
band and therefore a reduction in the interference between different transmitters. 

                                                           
1 This is the fundamental frequency of the damped sine-wave pulse which is very rich in 

harmonics. 
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The sensitivity of the receiver circuits was improved, with the discovery of the 
first asymmetrical electrical junctions, such as the point contact crystal detector, 
which also improved the range and quality of the communication channel. The in-
vention of the vacuum tube by DeForest in 1906 led to new circuits [4], [5], such 
as the superheterodyne receiver (invented by Edwin Armstrong around 1917) [6], 
which has an excellent frequency discrimination capability and sensitivity (this ra-
dio architecture is still the base for most of the radios used today). As a result, 
gradually the spark plug transmitters were abandoned and finally prohibited in 
1927, since their large spectrum usage would interfere with narrow band RF sys-
tems.  

Interest in radio systems based on short pulses never disappeared, during the 
1940's several patents were issued for systems using short pulses such as the pat-
ent for a “Random Impulse System” issued in 1942 (US patent 2671896), but no 
practical applications for these systems existed. The practical use of non-
sinusoidal RF signals reappeared in the 1960's with the objective of analyzing the 
properties of distributed microwave networks, first as an analytical tool but latter, 
with the development of synthetic generators and sampling oscilloscopes, these 
signals, called baseband pulses or carrierless pulses, were used to experimentally 
determine the intrinsic properties of materials and distributed networks [7], [8], by 
analyzing the reflections created by the input pulses, this type of analysis is know 
as Time Domain Reflectometry (TDR).  

The synthetic generator consisted of a distributed pulse forming network, where 
a step function (created by a tunnel diode source) with sub-nanosecond rising time 
was applied. The pulse forming network had open and short circuit stubs located 
at precise distances in order to transform the incident step to a rectangular pulse 
and by appropriately inverting, recombining and filtering these pulses, into an 
output consisting of several RF cycles [8], [9]. 

The sampling oscilloscope uses equivalent time sampling to acquire signals 
whose bandwidth exceed half of the maximum sample rate of the oscilloscope 
[10]. The input signal is applied directly to a sampling bridge and is sampled be-
fore any attenuation or amplification is performed. The attenuator or amplifier cir-
cuits are placed after the signal has been converted to a lower frequency by the 
sampling circuit, and can have a lower bandwidth than the input signal. Therefore 
the sampling oscilloscope can have an input bandwidth much larger than the sam-
ple rate. The equivalent time sampling takes advantage of the fact that most man 
made events can be repetitive. Equivalent time sampling constructs an image of a 
fast repetitive signal by sampling a point of the input signal in each repetition. 
Each time, a different point is sampled and after a certain time it is possible to re-
construct the shape of the fast input signal. This principle, known as sub-sampling, 
is illustrated in Fig. 2.2 This process allows a sampling oscilloscope to display 
signals whose frequency components are much higher than the oscilloscope sam-
ple rate (but inferior to the sampling bridge input bandwidth). 
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V
in

CLK

V
out

Fig. 2.2 Sub-Sampling of a repetitive fast input signal in order to produce a slow output signal 
with the same shape as the fast input signal 

Using pulses with very short duration it is possible to measure the impulse re-
sponse (through a sampling oscilloscope) of a distributed microwave network and 
then calculate the frequency response using the Fourier transform. The maximum 
and minimum frequency values of the analysis are determined by the pulse width 
(the shorter the pulse the higher the maximum frequency value of the analysis) 
and by the duration of the observation time (the longer the observation time the 
lower the minimum frequency value of the analysis). Of course that increasing the 
maximum and the minimum frequency of the analysis requires both a fast sam-
pling frequency in the oscilloscope and a large number of sampled points of the 
impulse response. This procedure reduced the time needed to measure the fre-
quency domain properties of radar stealthy materials by a factor of 100 [8]. The 
traditional method consists in applying a sine-wave signal, measuring the S pa-
rameters and then repeating the procedure for the different frequencies of interest. 
This is the method of choice for narrow band systems. But for wide band systems, 
such as today's digital systems (Rambus, USB 2.0, Firewire and others), it is diffi-
cult to interpret the measured frequency response and understand where the dis-
continuities in the transmission lines are physically located. TDR provides a more 
intuitive and direct look into the signal integrity in digital systems [11], [12]. By 
using a step generator to generate a fast edge into the transmission line and using a 
sampling oscilloscope to monitor the reflected waves at different points in the line 
it is possible to locate the line discontinuities and understand the nature (resistive, 
inductive or capacitive) of each discontinuity. It is also possible to understand 
whether losses in a transmission system (a circuit board trace, a cable, a connector 
and so on) are series losses or shunt losses. 

TDR has also been used to locate various defects in electrical power distribu-
tion cables (such as: voids, shield protrusions, contaminants, etc.) by locating par-
tial discharge events in the cable [13], [14]. The cable under test, terminated with 
an open end, is connected to an excitation voltage source at the other end. This 
voltage is gradually increased until a partial discharge (PD) event occurs at a cer-
tain point in the cable; the pulses generated by the PD event travel in the cable and 
are reflected by the ends of the cable until they disappear because of the cable 
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attenuation. By measuring the time between the arrivals of the various pulses at 
one end of the cable it is possible to determine where the defects are located. 

Another area of application for TDR techniques is liquid level measurement in 
tanks [15], [16]. The level of the liquid (or liquids) in a tank can be determined us-
ing a probe line that acts as an open transmission line for the TDR pulse signal. 
The tank contents that surround the probe line become the transmission line isolat-
ing dielectric. At each fluid interface, a change in the dielectric constant of the flu-
id surrounding the probe results in a change in the electrical impedance of the line 
that reflects a portion of the input pulse amplitude to the TDR receiver. The Pulse 
reflection amplitude and timing information can be used to accurately determine 
the fluids levels and the location of each fluid interface within the tank (if more 
than one type of fluid is present in the tank). 

In the 1970's it became apparent that the sub-nanosecond pulse technology 
could be employed in a variety of proximal sensing applications [8], [17], this is 
essentially extending the time domain reflectometry principles to work in free 
space without a transmission line, this is also know as free-space time-domain re-
flectometry. Since in those systems, the objective is simply to determine the pres-
ence or absence of a return signal from a possible target, the return sensing system 
(receiver) can be designed to determine the threshold (location) information only, 
leading to significant reductions in cost and complexity of the required electronics 
for target signature analysis. The receiver senses, over a narrow time window, 
when the input signal exceeds a given threshold value, indicating the presence of a 
target and determines the time delay between this event and the initial transmis-
sion of the sub-nanosecond pulse. The distance to the target is directly related to 
this time delay. This type of systems can be used to establish security “bubbles”, 
where an alarm is triggered if something enters the protected area. In [8] two types 
of receivers are described. The first, called single-hit receiver is based on a tunnel 
diode that is triggered by the input very-fast low energy impulse. This receiver is 
depicted in Fig. 2.3. 
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Fig. 2.3 Single-Hit receiver using a tunnel diode. Illustration from the US patent 3662316 “Short 
Base-Band Receiver” issued to Kenneth Robins 

The operation of this circuit is as follows:2 the tunnel diode (25) is biased close to 
its break down point, by adjusting its bias current using variable resistor (29). In 
this situation the voltage in node (50) is not enough to turn transistor (33) on . 
When a small amplitude (around 100 mV) short pulse (around 0.5 ns) is received 
by the antenna (10) and applied to the tunnel diode, the diode will instantly switch 
from its low voltage, positive resistance state through its unstable negative resis-
tance state to its high voltage positive resistance state, causing the voltage at node 
(28) to drop. This will turn on transistor (33), causing a current to flow from the 
collector of this transistor through the diode (32) and the resistor (31). This current 
causes an increase in base voltage of the avalanche transistor (35) until the transis-
tor (35) is turned on abruptly, essentially shorting the emitter and collector, caus-
ing the base voltage of this transistor to change very fast to a positive value. This 
voltage is coupled through diode (44) and resistor (30) to the tunnel diode causing 
the diode to cut off (the maximum voltage value at this node is clamped by diode 
(43)), which in turn also turns off transistor (33). The output voltage (48) suffers a 
sharp negative edge when transistor (35) turns on and then a slow decay, as ca-
pacitor (41) is discharged through resistor (40) and (34) and transistor (35). This 
indicates that a short pulse (hit) was detected by the receiver. A certain time after, 
transistor (35) turns off. The voltage at node (50) returns to its initial value and the 

                                                           
2 Note that node (28) has a negative voltage compared to the ground. 
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circuit is ready to detect another fast pulse at the input. In conclusion this circuit 
works as a monostable circuit, that when a small amplitude short pulse is pre-
sented to its input, produces a large amplitude pulse with a long duration at the 
output. This output pulse can be used to measure the time between the transmitted 
pulse and the return pulse created by the target (echo) and therefore, determine the 
distance of the target. The clock signal that triggers the transmission of the short 
pulse can be applied to a transmission line with the necessary time delay for the 
pulse to travel to target and back to the receiver; this delayed clock can be used to 
sample the output of the receiver, to determine if a target is present at the prede-
termined distance. The sensitivity of this receiver is determined by the tunnel di-
ode, if this device is biased closer to its turning point, the amplitude value of the 
input pulse necessary to trigger the diode is reduced. This means that the circuit 
threshold has been lowered and it will be more sensitive to any input pulses, but at 
the same time it will be more prone to trigger on unwanted signals, i.e. circuit 
noise.  

The second type of receiver described in [8], called a constant false-alarm rate 
receiver, improves the sensibility of the single-hit receiver by processing several 
hits before signaling the detection of the target. The receiver is essentially the 
same, except that the bias current of the tunnel diode is adjusted by a feedback 
loop. The objective is to bias the diode as close as possible to the threshold of the 
negative resistance region, to increase the sensitivity of the receiver. The feedback 
loop is controlled by the number of hits detected when no signal is present. This is 
archived by radiating the pulse on the rising edge of a clock and sampling the out-
put of the single-hit receiver on the falling edge of the clock. As the sensitivity of 
the receiver is increased the number of false hits increases, the feedback loop will 
adjust the bias current of the tunnel diode until the number of false hits is equal to 
3 over 32 observation time instants. This means that the probability of a false hit is 
around (1/16) , the probability of 32 consecutive false hits would be equal to 

32(1/16) which is a very small number. The output of the single hit receiver is 
sampled when the clock is present and the number of hits obtained is added, a tar-
get is considered to be present when this sum exceeds 25, this will eliminate most 
of the false hits. A proximity radar for detecting incoming ammunitions, using this 
receiver, is described in [18]. 

In the early 1990's, McEwan [19] developed a low cost, low power impulse ra-
dar system, using discrete components mounted on a small PCB; this sensor is 
called Micropower Impulse Radar (MIR). This radar sensor uses impulses with a 
duration between 1 and 2 ns. These pulses are generated by applying a step signal 
to a step recovery diode. The radar transmitter emits these pulses with a random 
interval to reduce the probability of interference between different radar sensors. 
Each sensor has a random noise generator that modulates the period of the square 
wave that is used to generate the short pulses. A simple block diagram of the im-
pulse transmitter is shown in Fig. 2.4 
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Random Interval 
generator

Fig. 2.4 Block diagram of the impulse transmitter used by the MIR radar sensor 

The short pulses are generated using a step recovery diode [20]. Normal diodes 
have a slow transition when the current is switched from forward to backward, the 
step diode is designed to have an abrupt transition when the switch occurs, thus 
producing a short pulse. 

The pulse transmitter has nominal pulse repetition interval (PRI) typically equal 
to 1 s, meaning that on average 1 million impulses per second are radiated. The 
receiver is constituted by two single ended integrating samplers. These circuits are 
constituted by a diode switch followed by an analog integrator. This integrator av-
erages the input samples, if no signal is present the average output of the integra-
tors will not change, if a signal is present the average output of the integrator will 
increase. This configuration integrates several impulses to improve the circuit sen-
sitivity, taking advantage of the large number of available impulses. The input 
signal is sampled into an integrating capacitor when a strobe signal is applied. 
This strobe signal is generated from the random interval generator using a circuit 
equal to the one depicted in Fig. 2.4. The strobe signal determines the range at 
which a target might be located, thus a delay must be inserted between the random 
interval generator and the short pulse generator circuit. In a simple application, 
such as intrusion detection this delay can be constant and its value determines the 
value of the security perimeter. 

Another area where UWB signals have been applied is the field of subsurface 
radar. The objective is to detect and locate buried artifacts and structures within 
the upper regions of the earth's surface [21], [22]. Any dielectric variation in the 
buried materials, produces a reflection from an incoming electromagnetic signal, 
this reflection can be used to determine the depth and type of buried material. 
Since the materials that constitute the earth structure introduce a high signal at-
tenuation, the maximum operating depth of these radars is usually limited to a few 
meters (the signal attenuation ranges from 10 dB per meter to 200 dB per meter, 
depending on the material). The signal attenuation is dependent on the type of ma-
terials of the soil and, in general, it increases with the signal frequency. The max-
imum useful frequency is below 1 GHz, for example wet clay soil has an attenua-
tion of 30 dB per meter for a frequency value of 100 MHz and an attenuation of 
100 dB per meter for a frequency value of 1 GHz [21]. In most cases, subsurface 
radar systems are forced to work with signal frequencies below 1 GHz but, need to 
have a high-resolution to detect buried artifacts at shallow depths; therefore base-
band pulses with a short duration that inherently have a large bandwidths are nec-
essary. Typically, pulses with an amplitude of 100 V and a duration between 1 ns 
and 5 ns are used. The received signal is down-converted using a sampling cir-
cuit and digitized, so that complex signal processing algorithms can be applied. 
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Recently, UWB ground penetrating radars (GPR) have been used to detect buried 
mines [23], [24]. In reference [23] a GPR system using a 4 m wide array consti-
tuted by 16 UWB transmitters and 16 UWB receivers is used to build 2D and 3D 
images of the ground beneath the sensor. The transmitted pulses have a repetition 

This type of GPR is capable of reliably detecting buried mines to a depth 50 cm. 
All the previous applications show that systems using UWB signals can be as 

useful as narrow band systems and some of the applications are only possible us-
ing UWB systems. As a result, the use of UWB systems has been increasing over 
time. In the last ten years the interest in UWB systems has increased dramatically 
[25], this can be attributed to a simple reason: cost.  

Narrow band RF systems use tuned circuits to select between different signals. 
These circuits are built using passive components such as inductors, capacitors or 
SAW filters. Until the cost of active components (transistors) started to drop ex-
ponentially (due to the constant improvement of integrated circuit technology), 
electronic designers minimized the number of active components in their designs 
to reduce cost. This is the reason why old RF systems have many passive tuned 
circuits that needed to be calibrated (“tuned”) before the equipment leaves the fac-
tory. As the cost of integrated circuits dropped (following Moore's Law [26]), de-
signers started to replace passive tuned circuits by equivalent circuits using tran-
sistors, such as active filters and switched-capacitor filters. After the cost of digital 
signal processors (DSP) become affordable, many systems started to implement 
filters on DSPs (this also requires analog-to-digital and digital-to-analog convert-
ers). These techniques also reduce the need for calibration. The cost of passive 
components does not change much, throughout the years; the values of a capaci-
tance, or an inductance, or a resistance, are strongly dependent on the component 
physical dimensions and constituting materials; therefore it is difficult to reduce 
its cost. On the other hand, as the cost of integrated circuits reduces (and also their 
size), their performance has also been doubling every 18 months. This has lead to 
the development of electronic designs where there are less and less passive com-
ponents and more advanced signal processing algorithms are used (this is even 
more dramatic if the ratio between the number of passive and active components 
is considered). A good example is the Armstrong superheterodyne receiver archi-
tecture (which is still the base for all modern radio receivers) where the last mixer 
is currently implemented in a DSP through the multiplication of digital signals 
[27]. Even the RF signals that are received are now modulated by digital signals 
instead of analog signals. 

UWB systems do not require tunned circuits, the signals can be selected in the 
time domain. This makes UWB signals very amenable to digital processing tech-
niques. These techniques can be used to improve the sensibility of UWB receivers 
lowering the required input RF power level, thus reducing the probability of inter-
ference with traditional narrow band systems (the main problem that plagued the 
first spark plug systems). Since UWB signals require a large bandwidth, it is re-
quired that the circuits processing UWB signals need to be very fast. In the past 

frequency of 1 MHz and have their energy spread from 100 MHz to 3 GHz. The 
receivers are constituted by an RF gain stage followed by a sampler and an ADC. 
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the cost of high speed circuits was prohibitive, but, as previously stated, the cost 
of integrated circuit technology is dropping and the performance (speed) is in-
creasing over time. This makes the cost of UWB systems drop over time. In the 
last years, there is an increasing number of proponents for the use of UWB com-
munication systems [28], [29], [30], [31]. The objective is to use UWB signals to 
create short communication links (up to 10 m) with high data-rate (over 100 
Mbits/sec). The required power level for the UWB signals is very low and there-
fore the interference between these signals and traditional narrow-band RF sys-
tems is unlikely.  

In 2002 the Federal Communications Commission (FCC) [32] recognized that: 
“UWB technology holds great promise for a vast array of new applications that we 
believe will provide significant benefits for public safety, businesses and consum-
ers. With appropriate technical standards, UWB devices can operate using the 
spectrum occupied by existing radio services without causing interference, thereby 
permitting scarce spectrum resources to be used more efficiently”. The reasoning 
is that since UWB devices operate using very narrow or short duration pulses that 
result in a very large transmission bandwidth, UWB devices can operate using 
spectrum occupied by existing narrow band radio services without causing inter-
ference, thereby permitting scarce spectrum resources to be used more efficiently.  

UWB technology was defined as any wireless transmission device using signals 
whose fractional bandwidth (Bfrac) is greater than 0.25 or occupy 1.5 GHz or more 
of spectrum. The formula proposed by the Commission for calculating fractional 
bandwidth is: 
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where fH is the upper frequency of the –10 dB emission point and fL is the lower 
frequency of the –10 dB emission point. The center frequency of the transmission 
was defined as the average of the upper and lower –10 dB points: 
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Any electronic or electrical equipment always emits unwanted radiation that 
can interfere with narrow band radio systems. This is especially true for digital 
systems such as computers. Therefore every electronic and electrical device is re-
quired to limit the power of these unwanted emissions below a certain level. If 
UWB systems operate with power levels below the unwanted emissions level, 
there should not be any interference problems with other radio systems. The FCC 
defined three types of UWB systems: imaging systems, vehicular radar systems 
and communications and measurement systems. The applications and authorized 
operating frequency bands for these systems are defined as follows: 
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1. Imaging systems include Ground Penetrating Radars (GPRs), wall imaging sys-
tems, through-wall imaging systems, surveillance systems and medical imaging 
devices. The utilization of this type of systems is restricted to certain users (law 
enforcement, fire and rescue organizations, scientific research institutions, 
commercial mining companies and construction companies). 

1.1. GPRs must be operated with their –10 dB bandwidth below 960 MHz or 
in the frequency band 3.1–10.6 GHz. GPRs operate only when in con-
tact with, or within close proximity of, the ground for the purpose of de-
tecting or obtaining the images of buried objects. The energy from the 
GPR is intentionally directed down into the ground for this purpose.  

1.2. Wall-imaging systems are designed to detect the location of objects con-
tained within a “wall,” such as a concrete structure, the side of a bridge, 
or the wall of a mine. Wall imaging systems must be operated with their 
–10 dB bandwidth below 960 MHz or in the frequency band 3.1–10.6 
GHz. 

1.3. Through-wall Imaging Systems must be operated with their –10 dB 
bandwidth below 960 MHz or in the frequency band 1.99–10.6 GHz. 
Through-wall imaging systems detect the location or movement of per-
sons or objects that are located on the other side of a structure such as a 
wall. 

1.4. Surveillance Systems will be permitted to operate with their –10 dB 
bandwidth in the frequency band 1.99–10.6 GHz. Surveillance systems 
operate as “security fences” by establishing a stationary RF perimeter 
field and detecting the intrusion of persons or objects in that field.  

1.5. Medical Systems must be operated with their –10 dB bandwidth in the 
frequency band 3.1–10.6 GHz. A medical imaging system is used to de-
tect the location or movement of objects within the body of a person or 
animal.  

2. Vehicular radar systems using directional antennas on terrestrial transportation 
vehicles provided the center frequency of the emission and the frequency at 
which the highest radiated emission occurs are greater than 24.075 GHz. The –
10 dB bandwidth must be between 22 and 29 GHz. These devices are able to 
detect the location and movement of objects near a vehicle, enabling features 
such as near collision avoidance, improved airbag activation, and suspension 
systems that better respond to road conditions. Attenuation of the emissions be-
low 24 GHz is required above the horizontal plane in order to protect space 
borne passive sensors operating in the 23.6–24.0 GHz band. 

3. Communications and measurement systems, such as high-speed home and 
business networking devices as well as storage tank measurement. The devices 
must operate with their –10 dB bandwidth in the frequency band 3.1–10.6 GHz. 
The equipment must be designed to ensure that operation can only occur in-
doors or it must consist of hand held devices that may be employed for such ac-
tivities as peer-to-peer operation. The limits on unwanted emissions are more 
stringent for hand held devices than they are for indoor-only systems. 
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The main reason for defining the above operating frequency bands for UWB 
systems was due to the concern of the possible interference to the GPS band at 
1559–1610 MHz and the planned L5 frequency in the 960–1215 MHz band.  

Table 2.1 Average emission limits (in dBm/MHz EIRP) for UWB systems specified by the FCC 

Frequency 
(MHz) 

Indoor  
communication 
systems 

Hand held 
communication 
systems 

Low  
frequency 
imaging  
systems 

Medium 
frequency 
imaging  
systems 

High   
frequency 
imaging  
systems 

Vehicular  
radar  
systems 

<9603 –41.3 –41.3 –41.3 –41.3 –41.3 –41.3 
960–1610 –75.3 –75.3 –65.3 –53.3 –65.3 –75.3 
1610–
1900 

–53.3 –63.3 –53.3 –53.3 –53.3 –61.3 

1900–
1990 

–53.3 –61.3 –51.3 –51.3 –51.3 –61.3 

1990–
3100 

–51.3 –61.3 –51.3 –41.3 –51.3 –61.3 

3100–
10600 

–41.3 –41.3 –51.3 –41.3 –41.3 –61.3 

10600–
22000 

–51.3 –51.3 –51.3 –51.3 –51.3 –61.3 

22000–
29000 

–51.3 –51.3 –51.3 –51.3 –51.3 –41.3 

29000–
31000 

–51.3 –51.3 –51.3 –51.3 –51.3 –51.3 

>31000 –51.3 –51.3 –51.3 –51.3 –51.3 –61.3 

Note that –41.3 dBm/MHz corresponds to 74 nW/MHz. The total power allowed 
for transmission of an UWB system depends on the frequency band used by that 
system, the maximum power allowed for transmission (in a given frequency band) 
is obtained integrating the value of the EIRP from Table 2.1 over the frequency 
band. As an example, for an UWB system that uses the frequency band from 0 Hz 
to 960 MHz, the maximum power allowed is 71.2 W and an UWB system that 
uses the frequency band from 3.1 GHz to 10.6 GHz has a maximum allowed pow-
er equal to 533.7 W. These values correspond to the total power emitted and they 

                                                           
3 For frequencies below 960 MHz all UWB devices are permitted to emit at or below the part 

15.209 limit of –41.3 dBm/MHz EIRP which is equivalent to an electrical field of 500 
mV/m/MHz at 3 m distance. 

The specified average emission limits of the different UWB systems for the dif-
ferent frequency bands are given in Table 2.1. These limits are defined in terms of 
dBm EIRP (equivalent isotropically radiated power) as measured with a one mega-
hertz resolution bandwidth.  
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assume that the UWB signal has a constant power spectral density value over the 
frequency band and has no power outside the frequency band. Normally this is not 
the case, the power spectral density of UWB is not constant and it is not easy to 
absolutely confine it to a given frequency band. These factors cause that the value 
of practical maximum power transmitted by an UWB system is below the previous 
values. 

2.2 Spectrum and Power of UWB Signals 

There are several signals that can be classified as UWB signals; these are typically 
constituted by a repetitive sequence of short pulses with a certain repetition 
frequency (PRF). The shape of the pulse, PRF value and the modulation (if any) 
determines the power spectral density (PSD) of the signal. The electromagnetic 
spectrum occupied by a transmitted UWB signal is determined by the PSD of the 
signal and by the transfer function of the antenna used to radiate the signal. 
The power spectral of a periodic signal v(t), Sv(f), can be calculated using the 
Fourier series of the signals as follows [33]: 
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where f0 is the PRF and cn are the Fourier series coefficients given by: 
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The PSD can be calculated by solving the integral (2.4) [34], [35], which can be 
difficult depending on the shape of the pulse and modulation, or it can be calcu-
lated numerically applying the FFT algorithm to compute the discrete time Fourier 
Transform of a sampled version of the UWB signal [33], [36]. Both of these ap-
proaches are valid, the PSD presented next are calculated using the FFT. Note that 
both of these methods result in an approximated result, since, for most pulse 
shapes the PSD is constituted by an infinite number of spectrum lines and the 
graphic representation of their PSD is always truncated. The power of the signals 
will be calculated considering that the signals are voltage signals, normalized to 
1 V amplitude (A) and the PSD will be presented using dBV (dB to 1 V rms) be-
cause in order to calculate the power level in dBm, it would be necessary to know 
the value of the load resistance where the signal is applied. If the resistance value 
is known (RL), it is easy to convert the dBV value to dBm, considering that: 


