BIOMARKERS IN BREAST CANCER
Biomarkers in Breast Cancer: Molecular Diagnostics for Predicting and Monitoring Therapeutic Effect is an updated view of the prognostic and predictive biomarkers in breast cancer written by experts in this field. This book covers the major advancements in the application of novel sophisticated molecular methods as well as the state of the art of the conventional prognostic and predictive indicators.

The first three chapters by Simon, Sweep et al., and Kimel et al. highlight the relevance of appropriate and rigorous study design and guidelines for validation studies on new biomarkers, concerning the standardization with quality control of the assay(s) used for their determination, their clinical development, and the statistical approaches. Of particular importance is the suggested optimized protocol for the HER-2/neu FISH assay applied by the NSABP network (1).

Gene expression profiling by tissue microarray is treated in depth in the following two chapters by De Bortoli and Briglia and by Kim and Paik. Recent studies conducted using this methodology have clearly documented the heterogeneous nature of invasive breast cancer within the same pathologic stage and menopausal status. These methods have clearly provided powerful new tools for more accurate individual definition of prognosis. However, much more work remains to be done before standard pathology laboratories can use tissue microarrays to perform tumor marker studies for routine clinical use.

Several individual factors are accepted or appear to be promising for standard clinical care. Of course, the use of estrogen and progesterone receptors (ER, PgR) to predict benefit from endocrine therapy represents the gold standard of tumor markers, and should be tested on every breast cancer tissue (2). More recently, testing for HER-2 status has also become standard to help select whether a patient with metastatic breast cancer should receive trastuzumab (2). Other factors that are still controversial, but are considered standard by some guideline panels, include indicators of cell proliferation as well as the urokinase-type plasminogen activator (PAI)-1 system. These are the topics of the next four chapters written by authors who are among the pioneers and worldwide experts in translational research studies in the field.

The roles of the epidermal growth factor receptor (EGFR) pathway and altered p53 in breast cancer growth and progression and as possible prognostic and predictive indicators are outlined by Ciardiello et al. and by Kandioler and Jakesz, respectively. In addition to trastuzumab, several preclinical and clinical studies suggest that other agents that disrupt the signaling pathways generated by members of the EGFR family may be effective against breast cancer. The ability to identify predictive surrogate biomarkers of response is the key for the rational selection of the patients most likely to benefit from these anti-EGFR compounds.
Moreover, it seems likely that markers of EGFR activity might provide the opportunity for monitoring therapeutic efficacy. The recent demonstration that mutation of the phosphorylation site of the receptor may be predictive of gefinitib activity in patients with non-small-cell lung cancer may represent an important step toward the right strategy for the use of such a class of new anticancer agents (3,4).

Adjuvant systemic therapy has now been clearly shown to reduce the odds of recurrence and death (5,6). However, because of the inaccuracy of currently available prognostic and predictive factors, much of adjuvant systemic therapy, especially chemotherapy, is given inefficiently, either to patients whose cancer was never destined to recur or to those patients whose cancer will recur, but for whom the therapy will not be effective. Enormous work has been directed toward prognosis, with advancements in the field of molecular biology and in the detection of occult metastatic cells distant from the tumor. Hawes et al. and Braun et al. comprehensively cover the methodology, state of the art, pitfalls, and promises of detection of early tumor cell dissemination in breast cancer patients.

Although determination of tumor biology in tissue justifiably garners much interest, the ability to test and monitor for biological changes with a simple blood test is obviously appealing. Chapters 13 and 14 deal with the clinical significance of circulating HER-2/neu and vascular endothelial growth factor (VEGF), these being among the more promising therapeutic targets for approaches based on selective molecular-targeting agents.

We hope this text offers a critical view of the modern approach to the development of surrogate biomarkers of prognosis and responsiveness to selective treatments in breast cancer. We are confident that it will provide useful reading for investigators involved either in laboratory research or in clinical development of prognostic/predictive indicators and of novel molecular-targeted therapy.

Giampietro Gasparini, MD
Daniel F. Hayes, MD
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GENERAL TOPICS
1

Guidelines for the Design of Clinical Studies for the Development and Validation of Therapeutically Relevant Biomarkers and Biomarker-Based Classification Systems

Richard M. Simon, DSc
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SUMMARY

Standards for the development of therapeutically relevant biomarkers and biomarker-based classification systems are lacking. The literature of prognostic marker studies for breast cancer is inconsistent, and few such markers have been adopted for widespread use in clinical practice. This is problematic, as many patients are over-treated and many others are treated ineffectively. The deficiencies in clinical development of biomarkers may become more severe as DNA
microarrays and proteomic technologies provide many new candidate markers and therapeutics become more molecularly targeted. In this chapter we address some common problems with developmental marker studies and provide recommendations for the design of clinical studies for the development and validation of robust, reproducible, and therapeutically relevant biomarkers and biomarker-based classification systems. The design of validation studies is addressed for (1) identifying node-negative breast cancer patients who do not require systemic chemotherapy; (2) identifying node-positive breast cancer patients who do not benefit from standard chemotherapy; and (3) identifying node-positive breast cancer patients who benefit from a new molecularly targeted therapeutic.

**Key Words:** Biomarkers; microarrays; classification systems; clinical trial design.

1. **INTRODUCTION**

Breast cancer is a heterogeneous set of diseases. Although substantial progress has been made in the treatment of breast cancer, many patients are overtreated and many undergo intensive chemotherapy with little apparent benefit. The literature on prognostic factors in breast cancer, although voluminous, is inconsistent (1). The process of how to develop biomarkers that are robust, reproducibly measured, and therapeutically effective has not been well established. Although many prognostic factors have been studied, treatment selection has remained based primarily on the traditional components of Tumor–Node–Metastasis (TNM) stage and hormone receptor levels. This discrepancy between an inconsistent research literature and clinical practice will become even more problematic as DNA microarray and proteomic technologies provide new markers and therapeutics become more molecularly targeted. The objectives of this chapter are to provide information that facilitates the development of biomarkers for selection of the best treatment for each patient. We use the term *biomarker* to include predictive classification systems based on protein or RNA transcript profiles measured using technology such as DNA microarrays.

2. **PITFALLS IN DEVELOPMENTAL STUDIES**

Most biomarkers are developed using archived tumor specimens, and many of the problems that exist in the marker literature derive from the retrospective nature of these studies. Clinical drug trials are generally prospective, with patient selection criteria, primary end point, hypotheses, and analysis plan specified in advance in a written protocol. The consumers of clinical trial reports have been educated to be skeptical of *data dredging* to
find something “statistically significant” to report in clinical trials. They are skeptical of analyses with multiple end points or multiple subsets, knowing that the chances of erroneous conclusions increase rapidly once one leaves the context of a focused single-hypothesis clinical trial. Marker studies are generally performed with no written protocol, no eligibility criteria, no primary end point or hypotheses, and no defined analysis plan. The patient population is often very heterogeneous and represents individuals for whom archived specimens are available. The patients are often not treated in a single clinical trial and represent a mixture of stages. Consequently, the overall population often does not represent a therapeutically meaningful group and the biomarkers identified may be of prognostic relevance, but less likely to be of predictive relevance for selecting therapy. Often the marker may be prognostic because it is correlated with disease stage or some other known prognostic marker. Broad populations are also often heterogeneously treated and so finding that a marker is prognostic in such a population may be difficult to interpret. Prognostic markers that do not have therapeutic implications are rarely used. The heterogeneous nature of the population also often results in multiple subset analyses of more therapeutically meaningful subpopulations. With multiple analyses, the chance of false-positive conclusions increases. Many biomarker studies perform analyses for many candidate biomarkers and several end points as well as for various patient subsets. Consequently, the chance for erroneous conclusions increases multiplicatively. The multiplicity problem is even more severe when one considers that there are usually multiple ways of quantifying biomarker level and many possible mathematical models for combining biomarker measurements.

Many of the problems that have hindered the development and acceptance of predictive single-protein biomarkers also apply for biomarkers based on DNA microarray expression profiles (2). There are multiple platforms and protocols for measuring expression profiles, and microarray research studies almost never evaluate interlaboratory assay reproducibility. Microarray expression profiles in research studies are generally performed at one time so that reagent variability is minimized, and it is almost never demonstrated that the models are predictive for tumor specimens collected and assayed at other times. This is of particular concern for printed cDNA microarrays where there may be substantial variability among batches of printed slides and batches of reference RNA.

Because of the number of genes available for analysis, microarray data can be a veritable fountain of false findings unless appropriate statistical methods are utilized. For example, in comparing expression profiles of 10,000 genes for tumor specimens selected from patients who have responded to a specified treatment to those for nonresponders, the expected number of false-positive genes that are statistically significantly ($p < 0.05$)
differentially expressed between the two groups is 500. This is true regardless of whether the expression levels for different genes are correlated. Consequently, more stringent methods for assessing differential expression must be used. Some studies do not use statistical significance at all and just identify genes as differentially expressed based on fold-change statistics; that is, the ratio of the average expression level in responders to the average in nonresponders, ignoring variability entirely. Others base their analyses on visual inspection of graphical data displays. Such methods are clearly problematic.

The unstructured nature of retrospective studies of biomarkers would not be so problematic if they were followed by structured prospective validation studies that tested specific hypotheses about predictive biomarkers. Such prospective trials are rarely performed, however, because they are difficult to accomplish. Consequently, before discussing the design of such prospective trials, we will make some suggestions about a more structured approach to retrospective studies.

3. STRUCTURED RETROSPECTIVE STUDIES

There is a role for exploratory studies in which multiple biomarkers and multiple ways of combining biomarkers into predictive models are examined so long as one has an adequate way of evaluating the result. A major problem with many retrospective studies is that they attempt to use the same set of data to both develop hypotheses (biomarkers) and to test those hypotheses. This problem is particularly severe when the number of candidate hypotheses examined in the exploratory stage is large.

In trying to determine which genes are differentially expressed in comparing responders to a given therapy to nonresponders, the number of hypotheses equals the number of genes examined. The Bonferroni method of adjusting for multiple testing requires that the $p$ value calculated for comparing expression of a specific gene $i$ in responders to nonresponders, say $p_i$, be adjusted based on the number of genes ($N$) examined. For microarray studies, $N$ could be 10,000 or greater. The Bonferroni method tries to eliminate all false positives. For microarray studies, less conservative methods control the number of false discoveries (false positives), or the proportion of claimed positives that are false positives (false discovery rate) (3). These same ideas apply if, for example, we are examining which genes are prognostic for survival or disease-free survival on a particular treatment.

For assessing statistical significance, adjustments such as those described in the preceding paragraph can be applied to adjust for the fact that we do not have a specific hypothesis to test, but rather are in a hypothesis development mode. The adjustment is based on treating the problem as one of testing all possible hypotheses. For retrospective biomarker studies in which
a number of biomarkers are examined, such adjustments to statistical significance should be applied. In many cases, however, statistical significance is not the best measure of biomarker value. A better measure is the extent to which the biomarker model enables us to predict whether the patient will respond to the treatment (4).

For binary outcomes such as response and nonresponse, the best measure of predictive accuracy is the number of correct predictions. For quantitative outcomes such as survival or disease-free survival, measurement of predictive accuracy is more complex. In many cases, it is reasonable to approximate quantitative outcomes in a binary manner: good outcome or poor outcome. In other cases, measures such as described by Korn and Simon (5) are used.

It is not valid to use the same set of data for selecting a predictive marker or developing a predictive model and for measuring predictive accuracy. The estimate of predictive accuracy computed on the same data used to select the marker or develop the model is called the *resubstitution* estimate and is known to be biased (6). The bias is extreme when the number of candidate markers is larger than the number of cases. For example, Simon et al. (6) showed that for two classes (e.g., responders and nonresponders) that have no genes that are truly differentially expressed in microarray expression profiles of thousands of genes, one can almost always find a predictive model that has a resubstitution estimate of accuracy of 100%. Such a model would be useless for future data, but would appear to give perfect predictions for the cases used to develop the model.

How can we develop a proper estimate of the accuracy of class prediction for future samples? For a future sample, we will apply a fully specified predictor developed using the data available today. If we are to emulate the future predictive setting in developing our estimate of predictive accuracy, we must set aside some of our samples and make them completely inaccessible until we have a fully specified predictor that has been developed from scratch without utilizing those set-aside samples.

To estimate properly the accuracy of a predictor for future samples, the current set of samples must be partitioned into a training set and a separate test set. The test set emulates the set of future samples for which class labels are to be predicted. Consequently the test samples cannot be used in any way for the development of the prediction model. This means that the test samples cannot be used for estimating the parameters of the model and they cannot be used for selecting the gene set to be used in the model. It is this latter point that is often overlooked.

The most straightforward method of estimating the accuracy of future prediction is the *split-sample* method of partitioning the set of samples into a training set and a test set as described in the previous paragraph. Rosenwald et al. (7) used this approach successfully in their international study of
prognostic prediction for large cell lymphoma. They used two thirds of their samples as a training set. Multiple kinds of predictors were studied on the training set. When the collaborators of that study agreed on a single fully specified prediction model, they accessed the test set for the first time. On the test set there was no adjustment of the model, redefining of cutoff values, or fitting of parameters. They merely used the samples in the test set to evaluate the predictions of the model that was completely specified using only the training data.

Cross-validation is an alternative to the split sample method of estimating prediction accuracy (8). Cross-validation can be used only when there is a well-defined algorithm for predictive model development. In such cases, cross-validation can be more efficient than the split-sample method for estimating prediction accuracy. There are several forms of cross-validation. Here we will describe leave-one-out cross-validation (LOOCV) in the context of a class predictor based on gene expression levels determined by DNA microarray analysis. LOOCV starts like split-sample cross-validation in forming a training set of samples and a test set. With LOOCV, however, the test set consists of only a single sample; the rest of the samples are placed in the training set. The sample in the test set is placed aside and not utilized at all in the development of the class prediction model. Using only the training set, the informative genes are selected and the parameters of the model are fit to the data. Let us call $M_1$ the model developed with sample 1 in the test set. When this model is fully developed, it is used to predict the class of sample 1. This prediction is made using the expression profile of sample 1, but obviously without using knowledge of the true class of sample 1. Symbolically, if $x_1$ denotes the complete expression profile of sample 1, then we apply model $M_1$ to $x_1$ to obtain a predicted class $\hat{c}_1$. This predicted class is compared to the true class label $c_1$ of sample 1. If they disagree, then the prediction is in error. Then a new training set–test set partition is created. This time sample 2 is placed in the test set and all of the other samples, including sample 1, are placed in the training set. A new model is constructed from scratch using the samples in the new training set. Call this model $M_2$. Model $M_2$ will generally not contain the same genes as model $M_1$. Although the same algorithm for gene selection and parameter estimation is used, since model $M_2$ is constructed from scratch on the new training set, it will in general not contain exactly the same gene set as $M_1$. After creating $M_2$, it is applied to the expression profile $x_2$ of the sample in the new test set to obtain a predicted class $\hat{c}_2$. If this predicted class does not agree with the true class label $c_2$ of the second sample, then the prediction is in error.

The process described in the previous paragraph is repeated $n$ times, where $n$ is the number of biologically independent samples. Each time it is applied, a different sample is used to form the single-sample test set. During the steps, $n$ different models are created and each one is used to predict the
class of the omitted sample. The number of prediction errors is totaled and reported as the leave-one-out cross-validated estimate of the prediction error.

At the end of the LOOCV procedure you have constructed \( n \) different models. They were constructed only in order to estimate the prediction error associated with the model constructed by applying the algorithm to the complete set of samples. The model that would be used for future predictions is one constructed using all \( n \) samples. That is the best model for future prediction and the one that should be reported in the publication. The cross-validated error rate is an estimate of the error rate to be expected in use of this model for future samples assuming that the relationship between class and expression profile is the same for future samples as for the currently available samples. With two classes, one can use a similar approach to obtain cross-validated estimates of the sensitivity, specificity.

Leave-one-out cross-validation is applicable only in settings in which there is an algorithm for the development of a predictive model. In many studies, the analysis is less algorithmic and many kinds of prediction models are explored. For such studies, it is best to use the split sample approach of setting aside at least one third of the samples as a test or validation set. The samples in the test set should not be used for any purpose other than testing the final model developed in the training set. Specifically, the test set samples should not be used for limiting the set of genes to be considered in detail in the training set. The samples in the test set should not be accessed until a single model is identified based on training set analyses as the model to be tested.

LOOCV can be used to evaluate risk group predictors using survival or disease-free survival data. Suppose we wish to identify patients in a low-risk group with 10-year disease-free survival >90%. Consider the leave-one-out training set in which observation \( i \) is left out in the test set. A disease-free survival model \( M_i \) is developed for the training set. For example, the model might be a proportional hazards regression model that predicts disease-free survival based on the expression profile and/or standard prognostic factors. The model \( M_i \) is applied to the left-out specimen \( i \) to obtain a prediction of the probability that the \( i \)th patient has 10-yr disease-free survival >90%. Let \( y_i = 1 \) if this probability is greater than 50%. This process is repeated for all of the leave-one-out training sets. Then, the Kaplan–Meier disease-free survival curve estimate is computed and plotted for the patients predicted to be of very low risk, those with \( y_i = 1 \). The adequacy of the model is judged by whether the estimated 10-yr disease-free survival for the identified low-risk group is in fact in excess of 90%. An approach similar to this was used for developing a classification system based on survival for patients with renal cancer by Vasselli et al. (9).

One of the common errors in retrospective studies of biomarkers is that the statistical significance of the biomarker is evaluated rather than the
predictive accuracy of the biomarker (4). We have indicated in the preceding how predictive accuracy can be evaluated in a manner that avoids the bias of the resubstitution estimate. But even this is not sufficient. New biomarkers are often correlated with existing prognostic factors. The retrospective study must provide strong evidence that the new marker is substantially more predictive than the currently available prognostic factors. This can be addressed by computing the split-sample or cross-validated error rate for a model consisting of current prognostic factors and then computing the split-sample or cross-validated error rate for a model consisting of current prognostic factors plus the new candidate markers. Only if the latter is substantially greater than the former with regard to a therapeutically relevant prediction will a prospective validation study be warranted.

4. VALIDATION STUDIES

Assuming that the initial study is performed properly with attention to the statistical principles described in previous section, it might be considered a phase II study, and the next step should be to conduct a phase III study that is focused on testing the specific classifier developed by the initial study (10). The phase III study should be conducted with a written protocol. The phase III trial should be designed to test the biomarker classifier developed in the previous study. The classifier should be fully specified in the protocol. If the biomarker is expression profile based, the specification must include the genes used, the mathematical form of the classifier, parameter values, and cutoff thresholds for distinguishing the classes or prognostic groups.

The phase III study should attempt to perform the assays in a manner as similar as possible to the way it would be performed broadly outside of a research setting if the diagnostic classifier were adopted. Consequently, attention is required in determining whether the same platform should be used for the phase III trial as for the phase II trial. If the platform is changed, then clearly some intermediate study will be needed to translate the classification algorithm from use on the phase II platform to the platform used in the phase III trial.

Even if there is not a change in platform, an intermediate study may be required to prepare the classifier for use with multiple laboratories performing the assay. In the phase II trial all of the assays may have been performed at a single location by a research laboratory and it may be advisable to conduct the phase III trial in a manner more similar to the way it would be performed if the classifier were adopted for national use. Generally this will mean that several laboratories will be conducting the assays. Consequently, the protocol for the phase III study should specify procedures to be used for conducting the assay. It is also useful to conduct intermediate studies of interlaboratory reproducibility of the assays. Unless interlaboratory repro-
ducibility is sufficiently high, it is not advisable to proceed with the phase III trial.

If the biomarker classifier was developed using a dual-label microarray platform, then use of the classifier in other laboratories requires that they use the same common reference RNA as was used for the initial study. Because different batches of the common reference will be utilized for classifying subsequent patients, calibration studies will generally be required to ensure that the expression profile of the common reference does not change and to adjust the classifier for small changes.

Conducting the validation study as a prospective trial is desirable for many reasons. One can never be sure that the patients for whom one has adequate preserved tissue are representative of the population of patients presenting for treatment. It is difficult to assure that a retrospective cohort was adequately staged and treated, and the data available may be incomplete. It is also difficult to assess whether a diagnostic procedure is practical unless it is studied in the real-time context of presenting patients who need to be evaluated and treated. Prospective accrual is also important for evaluating the diagnostic classifier in the context of real-time tissue handling. Table 1, reprinted from Simon and Altman (10), indicates some important design features of prospective validation studies.

Table 1
Guidelines for Validation Studies (10)

1. Intra- and interlaboratory reproducibility of assays should be documented.
2. Laboratory assays should be performed blinded to clinical data and outcome.
3. An inception cohort of patients should be assembled with <15% of patients nonevaluable owing to missing tissue or data. The referral pattern and eligibility criteria should be described.
4. Treatment should be standardized or randomized and accounted for in the analysis.
5. Hypotheses should be stated in advance, including specification of prognostic factors, coding of prognostic factors, end points, and subsets of patients and treatments.
6. The sample size and number of events should be sufficiently large that statistically reliable results are obtained. Statistical power calculations that incorporate the number of hypotheses to be tested and appropriate subsets for each hypothesis should be described. There should be at least 10 events per prognostic factor examined per subset analyzed.
7. Analyses should test whether new factors add predictiveness after adjustment for or within subsets determined by standard prognostic factors.
8. Analyses should be adjusted for the number of hypotheses to be tested.
9. Analyses should be based on prespecified cutoff values for prognostic factors or cutoffs should be avoided.
The objective of the validation trial of a predictive marker is to test the hypothesis that the marker is useful for treatment selection. This is often a more complex objective than validation of a prognostic marker, in which the objective is to determine whether the marker can separate the uniformly staged and treated patients into groups of differing outcome. There are some cases, discussed below, in which prognostic markers are also predictive markers. Our focus is on predictive markers and we will consider three breast cancer scenarios.

### 4.1. Identifying Node-Negative Patients Who Do Not Require Chemotherapy

Our first scenario is a putative marker for identifying node-negative patients whose prognosis on local therapy and possibly tamoxifen is so good that they do not require chemotherapy. The retrospective study for development of such a marker would have probably been based on archived tumors of node-negative patients who did not receive chemotherapy. A tissue microarray of a large number of such specimens, with associated clinical follow-up data, can provide a valuable resource for ensuring that the marker is sufficiently promising to warrant evaluation in a prospective clinical trial if the classifier is not RNA transcript profile based. A marker of this type meets the definition of a prognostic marker, but it can also be a predictive marker if it enables us to determine which node negative patients do not require chemotherapy.

The theoretically optimal trial design would be to randomize candidate node-negative patients to receive or not receive chemotherapy and then to validate whether the marker identifies those who do not benefit from chemotherapy. The candidate node-negative patients might be those with tumors 1–3 cm in diameter without known poor prognostic features such as hormone receptor negativity. This is probably not a feasible approach, however, because chemotherapy has already been established as being effective for much of the candidate population.

An alternative study design is to withhold chemotherapy from a subset of node-negative patients selected based on marker status to be of particularly low risk. If their outcomes were sufficiently good relative to some standard, then the marker would be accepted as useful. The standard might be based on outcomes for node-negative patients that are similar with regard to standard prognostic factors in other studies. It may also be useful to compare outcome for the selected patients (M+) to the outcome for the patients of the same series who did not have such predicted good prognosis (M–). The latter patients would have received chemotherapy, but their outcome even with chemotherapy may not be as good as that of the M+ patients without chemotherapy. If that is the case, then the value of the marker for withholding chemotherapy will have been demonstrated.
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An alternative approach would be to randomize patients selected as low risk based on marker status (M+) to either receive or not receive chemotherapy. The marker would be validated if the randomized trial demonstrated that there was no clinically significant benefit of chemotherapy in the selected subset of patients. This would have to be a very large clinical trial, however. The benefit of chemotherapy would be expected to reduce the hazard or recurrence only by approx 25%, and with a very low event rate this is equivalent to a very small difference in absolute disease-free survival. The randomized trial asks a different question than the strategy described in the previous paragraph. The randomized trial asks whether there is a benefit of treatment. For patients with a very good prognosis, however, a statistically significant treatment effect may be of questionable clinical significance. Consequently, the randomized trial may not answer the most relevant question.

Gasparini et al. (11) describe guidelines for the adoption into clinical practice of new prognostic markers for use in treatment selection for patients with node-negative breast cancer.

4.2. Identifying Node-Positive Patients Who Do Not Benefit From a Chemotherapy Regimen

Consider now a putative marker that permits the identification of patients who do not benefit from a chemotherapy regimen that has been standard treatment. Let T denote the chemotherapy regimen, and let S denote local therapy or local therapy plus tamoxifen. The retrospective study used to develop the marker may have been based on tissue from a randomized trial of T vs S. In some cases the marker may be based on finding a signature of patients who do not respond to T in metastatic disease trials. The ideal validation trial would probably be a randomized trial of S vs T for patients with node-positive breast cancer. One could analyze such a trial by seeing whether the benefit of T vs S depended on the marker level. Such a trial would generally be impractical, however, because T or some other kind of chemotherapy is standard treatment for node-positive patients. It might be possible, however, to randomize patients to receive or not receive one or more courses of T preoperatively, and to correlate marker result with biological response to T as assessed from the surgical specimen.

A second strategy would be to use chemotherapy T on all patients after measuring the marker. One could then determine prospectively whether the marker level correlates with outcome. This is a strategy analogous to that recommended in Subheading 4.1. Here, however, one is trying to determine whether the marker identifies a group of such poor disease-free survival on standard treatment T that the chemotherapy is judged nonworthwhile even in the absence of a control group not receiving chemotherapy. This strategy
may be less satisfactory for judging poor prognosis in absolute terms than it was in Subheading 4.1. for judging good prognosis.

A third strategy would be to randomize the patients to marker based vs non-marker-based therapeutic management. The non-marker-based management would assign T to all patients. The marker-based management would assign T to all except those predicted based on the marker to be nonresponsive (M–). One way of conducting such a trial is to measure the marker only for those patients assigned to marker-based management. The value of the marker is determined by comparing the outcome for the marker-based management arm to the outcome for the non-marker-based management arm. This is, however, a very inefficient trial design. Because most patients in both arms of the trial will be receiving the same treatment, the average treatment difference will be very small between the arms and a huge sample size will be required. The situation is even more problematic because it is a therapeutic equivalence trial in the sense that failure to find a statistically significant difference leads to the adoption of the new treatment approach, in this case marker-based treatment assignment.

A better design is to measure the marker on all patients, and then randomize them to marker-based treatment vs non-marker-based treatment. The evaluation of the marker can be performed by comparing outcomes for the M– patients who received chemotherapy T on the non-marker-based arm but treatment S on the marker-based arm. This will require a much smaller sample size than the design described in the previous paragraph. This design is essentially equivalent to randomizing the M– patients to T or S.

4.3. Identifying Node-Positive Patients Who Benefit From a Specific Regimen

Our third scenario is that we have a putative marker that identifies patients whose tumors are responsive to a new regimen E when the standard chemotherapeutic regimen is T. Many new therapeutics have defined molecular targets and are developed in conjunction with an assay that measures the expression of the target. The most adequate validation study is often a randomized clinical trial in which both marker-positive and marker-negative patients are randomized to either standard treatment T or T plus the new regimen E. The trial should be large enough so that the new regimen can be evaluated separately in the M+ and M– subsets. This requires about twice as many patients as if the regimen T+E were to be evaluated overall, without reference to the marker.

If the biological relationship between the marker and the therapeutic is sufficiently strong, it may be difficult to justify including marker negative patients in the study. A randomized study comparing T to T+E for M+ patients may be very efficient for demonstrating the effectiveness of the new treatment E, but it will not really constitute a validation of the marker.
The development of the therapeutic, supported by the marker assay, may, however, be more important than validation of the essentiality of the marker for selecting patients.

The least desirable alternative would be to randomize patients between T and T+E without measuring the marker. If the marker is important, then such a trial design may be very inefficient for evaluating the therapeutic E, and of course, it provides no information for validating the marker.

The scenario described here is also applicable to the development of treatment regimens in which the molecular target is not known or not known with certainty. Instead of using an assay based on the expression of the putative target, one may use a DNA microarray–based classifier developed in phase II trials of metastatic disease patients for distinguishing responders from nonresponders to the new regimen E. If tumor specimens are available from patients treated with the standard treatment T as well as those treated with the new treatment E, the classifier can be developed to identify patients who are predicted to be more responsive to the new treatment E but not to standard treatment T.
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Summary

Many difficulties associated with immuno(metric) assay kits designed for quantification of a particular biomarker arise from their variation in specificity and binding affinity of the employed antibodies. Other important sources causing varying assay results are the use of different standard preparations in these kits and the nonuniform preanalytical specimen processing procedures employed, each of which should be subjected to standardization. To improve the performance and comparability of assays, continuous interlaboratory external quality control procedures are needed. Such quality assurance
programs provide a forum for expert laboratory investigators to discuss technical details and to exchange laboratory issues and related practical information. This chapter addresses some of these issues and presents initial analytical validation procedures of newly developed biomarker assays, the validation of already established assay procedures for routine use on a day-to-day basis, and finally discusses some aspects on adequate (external) quality control proficiency testing.

**Key Words:** Biomarkers; immunoassay; cancer; tumor markers.

## 1. INTRODUCTION

In many cases progression of cancer growth is rather slow and often it may take years for a malignancy to manifest clinically. Because early cancer detection is required to significantly reduce cancer mortality, screening procedures are needed that are highly specific (i.e., providing almost a 100% proportion of negative test results for a tumour marker in nondiseased individuals) and sensitive enough to detect malignancies at an early stage of development. Thus, the screening procedure should give assay results above a defined cutoff value in a reasonable proportion of early stage diseased persons. As yet, there are no assay procedures available that meet such a specification, although there is a growing public interest in improving early cancer detection. Ideally, determination in biological specimens of cancer-derived analytes for a particular type of cancer not only should provide valuable information for initial diagnosis, but also should have prognostic value to guide the choice of treatment, and such a test should provide a reflection of the tumor burden of the patient, being predictive for recurrent disease after initial treatment, and of help in monitoring the course of the disease throughout time of follow-up. Each of these properties should contribute to more effective treatment of an individual patient and thus provide indispensable information for improving the quality of life and outcome of the disease by increasing disease-free and overall survival. Despite extensive research efforts in the last decades and numerous papers dealing with development and clinical testing of potentially promising biochemical markers, no assays are as yet available that are sensitive enough to convincingly detect any of the major types of cancer at the most early stage. Although an impressive number of biochemical markers with the capacity to predict disease recurrence and/or early death have been introduced, a comprehensive understanding of the tumor biological processes involved is still lacking.

### 1.1. Guidelines for Evaluating Clinical Value of Biomarkers

At present, cancer diagnosis is based mainly on clinical symptoms and confirmed by histomorphological findings. Application of biochemical markers in this process may have additional value but still, depending on the
marker test applied, the reliability criteria may become less important. In case of screening and diagnosis (“rule-in-disease”) specificity is of utmost importance (to avoid false-positive assay results leading to unfavorable and unnecessary medical examination and treatment), although it should be realized that increasing specificity of a test goes at the cost of decreasing its sensitivity (that should remain high enough to detect early-stage diseased individuals). If the purpose of the test is disease monitoring to detect recurrence during follow-up, precision should be high; providing a prognosis for treatment, the test should put emphasis on specificity and accuracy. All of these criteria are not well established and should become standard criteria for evaluation of biomarker assays and their clinical application. In line with this, Hayes et al. (1) proposed certain criteria to standardize the available biomarker information for clinical use in a biomarker utility grading system.

Currently, many biochemical markers of potentially prognostic value are intensively tested in multicenter clinical trials. Only a few of these show a benefit for predicting prognosis of node-negative breast cancer patients. To conclude that these newly developed biochemical markers have independent prognostic value over already known factors, McGuire and Clark (2) some years ago proposed strict guidelines for evaluating newly developed prognostic markers, addressing the biological role of the new factor as well as the extent of the sample size, the risk of sample bias, the appropriate testing system, the establishment of cutoff values in a training data set, and confirmation of these observations in an independent validation data set.

2. IMMUNOASSAY DESIGNS

Immunochemical assay procedures can be classified according to the kind of analysis (qualitative, semiquantitative, or quantitative), type of assay format (manual or automated) and assay system (liquid phase, solid–liquid phase, [non-]equilibrium), making use of (radioisotopic or nonisotopic) labeled markers (to detect the antigen–antibody complex) or nonlabeled markers (in which the antigen–antibody complex is detected without labeled markers). The term immunoassay refers to competitive methods while immunometric assays refer to noncompetitive, sandwich-type assay formats. As early as 1969 the first generation of binding assays emerged with development of a radioimmunoassay (RIA) for quantification of insulin antibody formation. Later, the evolution of technical developments led to nonisotopic labels (enzyme-, fluorescence, time-resolved fluoro, (chemo-) luminescence immunoassays, etc.), monoclonal antibodies, phase matrices, and two-site immunometric sandwich-type assay formats employing two or more antibodies that will bind the analyte at repetitive or different epitope binding sites. The enzyme-linked immunosorbent assay (ELISA) format is
a commonly used type of two-site sandwich type assay in clinical routine work. The analyte is allowed to react noncompetitively with an excess of immobilized (“capture”) antibody (coupled to a solid phase) and after addition and washing off the excess amount of sample specimen, an excess amount of marker labeled (“signal”) antibody is added to bind to another epitope of the analyte. The sandwich thus formed is provided with marker label proportional to the amount of analyte present in the sample. These quantitative assay formats have several advantages: large numbers of specimens can be processed in parallel, providing reproducible results with reasonable precision, sensitivity, specificity, and accuracy. A major advantage of immunometric assay formats over semiquantitative or qualitative techniques is provided by the quantitative endpoint as measured against a defined standard, although there are limitations. Often, the analyte standard is not well defined, the assay procedure is not fully validated prior to use in patient studies, or the possibility to make comparisons to a reference method is lacking. Strict measures of quality assurance or good manufacturing practice protocols are needed to ensure proper assay performance before they should be applied.

Because early detection of small breast lesions is becoming common practice, there is an increasing demand to measure correctly biomarkers in smaller pieces of tumor specimens obtained through fine needle aspiration, core biopsies, or cryostat sections. This implies that there is an immediate need for more sensitive techniques than the standard immunoassays available to date. Alternative approaches to ELISA are proteomic methods such as MALDI and SELDI TOF mass spectrometry (MS), tandem MS, plasma resonance techniques, and antibody chip technologies. Of course the same rigorous principles of quality assurance should be applied for these new methodologies as for the more conventional immunoassays.

3. VARIABILITY IN TEST RESULTS

Assay results are often heterogeneous because of variations in specimen composition, tissue processing, design and specificity of the employed assay, as well as the statistics used for analyzing the collected data. In each of these stages, intrinsic differences in molecular forms (isoforms) of the biomarker present in the tumor tissue are augmented by external causes. The sampling procedure (e.g., fine-needle aspirate, core biopsy, or large biopsy obtained during surgery), the source of tissue (fresh or frozen), storage conditions (time, temperature, freeze–thawing cycles, etc.), and tissue processing (cytosol fraction, membrane extracts) may severely influence the final assay results (3). Likewise, this also holds true for the quantification of biological markers in serum or plasma (4).

Variable design of immuno(metric) assays results in the generation of different test results because different kits incorporate a broad spectrum of
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antibodies, sometimes with different antibody specificities and/or affinities. Also, the use of different standards and reference materials provided with the kits are a source of variations in test results. Furthermore, different data reduction processes and statistical techniques are used to analyze tumor marker data and this may lead to a variety of conclusions regarding the clinical interpretation. The computational data processing of laboratory results must be appropriate, uniform, and evaluated extensively (5). McGuire and Clark stated that the design of confirmatory clinical studies should be identical to that of the definite study (2). It is of most importance to note that this also applies to all laboratory steps including tissue storage and processing, the analytical procedures, and the subsequent data processing.

The number and diversity of biomarkers for assessment of cancer prognosis is expanding rapidly, as is the variety of analytical formats and procedures used for quantification. A substantial proportion of assays is based on immunochemical principles and there is a widespread use of nonvalidated assay formats in clinical research settings. Because many assays are poorly standardized and (external) quality control is lacking in most cases, nonvalidated assay results without provided certified guidelines for interpretation become available at a too preliminary stage of assay development. Thus, biomarker testing procedures in laboratories participating in clinical trials should be standardized and externally quality assessed. This requires settlement of quality standards of all assay reagents included in assay kits, provision of guidelines for standardized assay protocols, standardized algorithms for calculation of assay results, and statistical procedures to allow unequivocal interpretation of clinical effect measures. Finally, to ascertain continuity of reliable biomarker data generation, there is a need for guidelines toward uniform internal and external quality assessment procedures. The next sections will discuss preanalytical, analytical, and postanalytical aspects of assay performance.

4. ASPECTS OF BIOMARKER ASSESSMENT

4.1. Preanalytical Criteria

4.1.1. Sampling Bias of Tissue Specimens and Tissue Processing

Because many tumors are heterogeneous the size of a tumor tissue specimen is important to avoid sampling bias. This bias may lead to different assay results if different areas of a tumor are analyzed (different content of tumor cells, nonmalignant cells, extracellular matrix, fat, and necrotic spots). Thus, fine needle biopsy results may differ from those obtained from a tumor tissue biopsy specimen. Selection bias may occur if frozen tissue specimens from large tumor banks are used in retrospective studies as generally in tumor banks relatively larger samples of frozen tumor tissues are overrepresented (6).