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Preface

This book continues the themes in my two earlier Wiley books in seeking to make modern Bayesian methods accessible via a practically oriented exposition, with statistical computing and applied data analysis at the forefront. As before, I have focused on the WINBUGS package, which has now reached a wide degree of acceptance in application to the ever expanding corpus of methodological work and applications based on Monte Carlo Markov Chain techniques. I hope that the applied focus will help students and researchers alike, including those with primary disciplinary interests outside statistics (e.g. psychology, geography and epidemiology). Nevertheless a wide range of simple or more advanced modelling techniques are discussed and I hope the approach is also helpful for courses in Bayesian data analysis and statistical computing. I have sought to review recent Bayesian methodology for categorical outcomes (binary, count and multinomial data) but my take on this will obviously emphasize some themes more than others: particular aspects that I have focused on include non-parametric and non-linear regression models, model choice, time series and spatio-temporal models. Missing data models are also considered. As with my earlier Wiley books, a set of worked examples with documented code forms part of the book’s presentation and can be downloaded from the publisher’s website ftp://www.wiley.co.uk/pub/books/congdon, the WINBUGS site or STATLIB.

Peter Congdon
1.1 BAYESIAN UPDATING

Bayesian inference differs from classical inference in treating parameters as random variables and using the data to update prior knowledge about parameters and functionals of those parameters. We are also likely to need model predictions and these are provided as part of the updating process. Prior knowledge about parameters and updated (or posterior) knowledge about them, as well as implications for functionals and predictions, are expressed in terms of densities. One of the benefits of modern Monte Carlo Markov Chain (MCMC) sampling methods (e.g. Chib and Greenberg, 1995; Tierney, 1994; Gelfand and Smith, 1990; Gilks et al., 1996a; Smith and Roberts, 1993) is the ease with which full marginal densities of parameters may be obtained. In a regression model the parameters would be regression coefficients and possible variance parameters, and functionals of parameters might include elasticities (in econometrics) or effective dose (in biometrics).

The new Bayesian sampling-based estimation techniques obtain samples from the posterior density, either of parameters themselves, or functionals of parameters. They improve considerably on multiple integration or analytical approximation methods that are infeasible with large numbers of parameters. Nevertheless many issues remain in the application of sampling-based techniques, such as obtaining convergence, and choice of efficient sampling method. There are also more general
problems in Bayesian methods such as choice of priors (and possible sensitivity of inferences to alternative choices).

The basis for Bayesian inference may be derived from simple probability theory. Thus the conditional probability theorem for events $A$ and $B$ is that

$$
\Pr(A|B) = \frac{\Pr(A, B)}{\Pr(B)} = \frac{\Pr(B|A)\Pr(A)}{\Pr(B)}
$$

Replacing $B$ by observations $y$, $A$ by a parameter set $\theta$ and probabilities by densities results in the relation

$$
p(\theta|y) = \frac{p(\theta, y)}{p(y)} = \frac{p(y|\theta)p(\theta)}{p(y)} \tag{1.1}
$$

where $p(y|\theta)$ is the likelihood of $y$ under a model and $p(\theta)$ is the prior density, or the density of $\theta$ before $y$ is observed. This density expresses accumulated knowledge about $\theta$, or, viewed another way, the degree of uncertainty about $\theta$. It may also include working model assumptions (e.g. assumptions about the nature of error structures); for example, one model might assume uncorrelated errors over time or space and another model assume correlated errors.

Classical analysis via maximum likelihood focuses on the likelihood $p(y|\theta)$ without introducing a prior, whereas fully Bayesian analysis updates the prior information about $\theta$ with the information contained in the data. The denominator $p(y) = \int p(y|\theta)p(\theta)d\theta$ in (1.1) defines the ‘marginal likelihood’ or ‘prior predictive density’ of the data and may be set to be an unknown constant $c$. So posterior inferences about $\theta$ under (1.1) can be equivalently stated in the relation

$$
p(\theta|y) = \frac{p(y|\theta)p(\theta)}{c}
$$

or

$$
p(\theta|y) \propto p(y|\theta)p(\theta)
$$

This can be stated as ‘posterior is proportional to likelihood times prior’.

### 1.2 MCMC TECHNIQUES

The basis of modern Bayesian inference regarding $p(\theta|y)$ is the use of iterative MCMC methods that involve repeated sampling from the posterior distribution, using long, possibly multiple, chains of parameter samples. One is then interested in posterior summaries of parameters or functionals from the MCMC output in the form of expectations, densities or probabilities. These summaries typically include posterior means and
variances of the parameters themselves, or of functions $\Delta = \Delta(\theta)$ of the parameters, which analytically are

$$E(\theta_k|y) = \int \theta_k p(\theta|y) d\theta$$

$$\text{Var}(\theta_k|y) = \int \theta_k^2 p(\theta|y) d\theta - [E(\theta_k|y)]^2$$

$$= E(\theta_k^2|y) - [E(\theta_k|y)]^2$$

$$E[\Delta(\theta)|y] = \int \Delta(\theta) p(\theta|y) d\theta$$

$$\text{Var}[\Delta(\theta)|y] = \int \Delta^2 p(\theta|y) d\theta - [E(\Delta|y)]^2$$

$$= E(\Delta^2|y) - [E(\Delta|y)]^2$$

Often the major interest is in marginal densities of the parameters themselves. Let the model dimension be $d$, so that $\theta = (\theta_1, \ldots, \theta_d)$. Then the marginal density of the $j$th parameter $\theta_j$ is obtained by integrating out all other parameters

$$p(\theta_j|y) = \int p(\theta|y) d\theta_1 d\theta_2 \ldots \theta_{j-1}\theta_{j+1} \ldots \theta_d$$

The predictive density for new or replicate data useful in model checking and comparison is

$$p(y_{\text{new}}|y) = \int p(y_{\text{new}}, \theta|y) d\theta = \int p(y_{\text{new}}|y, \theta)p(\theta|y) d\theta$$

Posterior probabilities might relate to the probability that $\theta_j$ exceeds a threshold $b$, and involve integrals of the form

$$\Pr(\theta_j > b|y) = \int_{b}^{\infty} p(\theta_j|y) d\theta_j$$

Such expectations, densities or probabilities may be obtained analytically for conjugate analyses, such as a binomial likelihood where the probability has a beta prior. Results can be obtained under asymptotic approximations (Bernardo and Smith, 1994), similar to those used in classical statistics, or by analytic approximations (e.g. Laplace) based on expanding the relevant integral (Kass et al., 1988). Such approximations tend to be less good for posteriors that are not approximately normal or where there is multimodality. An alternative strategy facilitated by contemporary computer technology is to use sampling-based approximations based on the Monte Carlo principle. One such sampling method is
importance sampling (Geweke, 1989; McFadden, 1989), and other precursors of modern Bayesian sampling include data augmentation for Bayes inference in missing-data problems (Tanner and Wong, 1987).

1.3 THE BASIS FOR MCMC

The canonical Monte Carlo method assumes a sample of independent $d$-dimensional simulations $u^{(1)}, u^{(2)}, \ldots, u^{(T)}$ from a target density $\pi(u)$ whereby $E[g(u)] = \int g(u)\pi(u)du$ is estimated as

$$\bar{g}_T = \sum_{t=1}^{T} g(u^{(t)})$$

With probability 1, $g_T$ tends to $E_{\pi}[g(u)]$ as $T \to \infty$. However, independent sampling from the posterior density $p(\theta|y)$ is not feasible in general. It is valid, however, to use dependent samples $\theta^{(t)}$ provided the sampling satisfactorily covers the support of $p(\theta|y)$ (Gilks et al., 1996b). In order to sample approximately from $p(\theta|y)$, MCMC methods generate pseudorandom-dependent draws via Markov chains. Specifically let $\theta^{(0)}, \theta^{(1)}, \ldots$ be a sequence of random variables. Then $p(\theta^{(0)}, \theta^{(1)}, \ldots, \theta^{(T)})$ is a Markov chain if

$$p(\theta^{(t)}|\theta^{(0)}, \theta^{(1)}, \ldots, \theta^{(t-1)}) = p(\theta^{(t)}|\theta^{(t-1)})$$

so that only the preceding state is relevant to the future state. Suppose $\theta^{(t)}$ is defined on a discrete state space $S = \{s_1, s_2, \ldots\}$; generalisation to continuous state spaces is described by Tierney (1996). Assume $p(\theta^{(t)}|\theta^{(t-1)})$ is defined by a constant one-step transition matrix

$$Q_{t,j} = \Pr(\theta^{(t)} = s_j|\theta^{(t-1)} = s_i)$$

with $t$-step transition matrix $Q_{t,j}(t) = \Pr(\theta^{(t)} = s_j|\theta^{(0)} = s_i)$. Sampling from a constant one-step Markov chain converges to a stationary distribution $\pi(\theta) = p(\theta|y)$ if additional requirements\(^1\) on the chain are satisfied (irreducibility, aperiodicity and positive recurrence) – see Roberts (1996, p 46) and Norris (1997). Sampling chains meeting these

---

\(^1\)Suppose a chain is defined on a space $S$. A chain is irreducible if for any pair of states $(s_i, s_j) \in S$ there is a non-zero probability that the chain can move from $s_i$ to $s_j$ in a finite number of steps. A state is positive recurrent if the number of steps the chain needs to revisit the state has a finite mean. If all the states in a chain are positive recurrent then the chain itself is positive recurrent. A state has period $k$ if it can only be revisited after a number of steps that is a multiple of $k$. Otherwise the state is aperiodic. If all its states are aperiodic then the chain itself is aperiodic. Positive recurrence and aperiodicity together constitute ergodicity.
requirements have a unique stationary distribution \( \lim_{t \to \infty} Q_{i,j}(t) = \pi_{(j)} \) satisfying the full balance condition \( \pi_{(j)} = \sum_i \pi_{(i)} Q_{i,j} \). Many Markov chain methods are additionally reversible, meaning \( \pi_{(i)} Q_{i,j} = \pi_{(j)} Q_{j,i} \).

With this type of sampling mechanism, the ergodic average \( \bar{g}_T \) tends to \( E[\pi[g(u)]] \) with probability 1 as \( T \to \infty \) despite dependent sampling. Remaining practical questions include establishing an MCMC sampling scheme and establishing that convergence to a steady state has been obtained for practical purposes (Cowles and Carlin, 1996).

Estimates of quantities such as (1.2) and (1.3) are routinely obtained from sampling output along with 2.5% and 97.5% percentiles that provide credible intervals for the value of the parameter. A full posterior density estimate may be derived also (e.g. by kernel smoothing of the MCMC output of a parameter). For \( \Delta(\theta) \) its posterior mean is obtained by calculating \( \Delta^{(i)} \) at every MCMC iteration from the sampled values \( \theta^{(i)} \). The theoretical justification for this is provided by the MCMC version of the law of large numbers (Tierney, 1994), namely that

\[
\sum_{i=1}^{T} \Delta(\theta^{(i)})/T \to E_{\pi}[\Delta(\theta)]
\]

provided that the expectation of \( \Delta(\theta) \) under \( \pi(\theta) = p(\theta|y) \), denoted \( E_{\pi}[\Delta(\theta)] \), exists.

The probability (1.4) would be estimated by the proportion of iterations where \( \theta_j^{(i)} \) exceeded \( b \), namely \( \sum_{i=1}^{T} 1(\theta_j^{(i)} > b)/T \), where \( 1(A) \) is an indicator function which takes value 1 when \( A \) is true, 0 otherwise. Thus one might in a disease mapping application wish to obtain the probability that an area’s smoothed relative mortality risk \( \theta_k \) exceeds zero, and so count iterations where this condition holds, avoiding the need to evaluate the integral

\[
\Pr(\theta_k > 0) = \int_{0}^{\infty} p(\theta_k|y) d\theta_k
\]

This principle extends to empirical estimates of the distribution function, \( F() \) of parameters or functions of parameters. Thus the estimated probability that \( \Delta < d \) for values of \( d \) within the support of \( \Delta \) is

\[
\hat{F}(d) = \sum_{i=1}^{T} 1(\Delta^{(i)} \leq d)/T
\]

The sampling output also often includes predictive replicates \( y_{new}^{(i)} \) that can be used in posterior predictive checks to assess whether a model’s predictions are consistent with the observed data. Predictive replicates
are obtained by sampling $\theta^{(i)}$ and then sampling $y_{\text{new}}$ from the likelihood model $p(y_{\text{new}} | \theta^{(i)})$. The posterior predictive density can also be used for model choice and residual analysis (Gelfand, 1996, sections 9.4–9.6).

### 1.4 MCMC SAMPLING ALGORITHMS

The Metropolis–Hastings (M–H) algorithm is the baseline for MCMC sampling schemes and is based on a binary transition kernel. Following Hastings (1970), the chain is updated from $\theta^{(i)}$ to $\theta^*$ with probability

$$
\alpha(\theta^* | \theta^{(i)}) = \min \left( 1, \frac{p(\theta^* | y) f(\theta^* | \theta^{(i)})}{p(\theta^{(i)} | y) f(\theta^{(i)} | \theta^*)} \right)
$$

with transition kernel $\alpha(\theta^* | \theta^{(i)}) f(\theta^* | \theta^{(i)})$, where $f$ is known as a proposal or jumping density (Chib and Greenberg, 1995). If the proposed update is rejected the next state is the same as the current state. The algorithm works most successfully when the proposal density matches, at least approximately, the shape of the target density $p(\theta | y)$. The rate at which a proposal generated by $f$ is accepted (the acceptance rate) depends on how close $\theta^*$ is to $\theta^{(i)}$, and this depends on the variance $\sigma^2$ assumed in the proposal density. For a normal proposal density a higher acceptance rate follows from reducing $\sigma^2$, but with the risk that the posterior density will take longer to explore. Performance also tends to be improved if parameters are transformed to take the full range of positive and negative values $(-\infty, \infty)$ so lessening the occurrence of skewed parameter densities.

If the proposal density is symmetric, with $f(\theta^* | \theta^{(i)}) = f(\theta^{(i)} | \theta^*)$, then the Hastings algorithm reduces to an algorithm used by Metropolis et al. (1953) for indirect simulation of energy distributions, whereby

$$
\alpha(\theta^* | \theta^{(i)}) = \min \left[ 1, \frac{p(\theta^* | y)}{p(\theta^{(i)} | y)} \right]
$$

A particular symmetric density in which $f(\theta^* | \theta^{(i)}) = f(|\theta^{(i)} - \theta^*|)$ leads to the random walk Metropolis (Gelman et al., 1996). While it is possible for the proposal density to relate to the entire parameter set, it is often computationally simpler to divide $\theta$ into blocks or components, and use componentwise updating, where updating is used in a generic sense allowing for possible non-acceptance of proposed values.
Thus let $\theta_{[j]} = (\theta_1, \theta_2, \ldots, \theta_{j-1}, \theta_{j+1}, \ldots, \theta_d)$ denote the parameter set omitting $\theta_j$ and $\theta_j^{(t)}$ be the value of $\theta_j$ after iteration $t$. At step $j$ of iteration $t + 1$ the preceding $j - 1$ parameters are already updated via the M–H algorithm while $\theta_{j+1}, \ldots, \theta_d$ are still at their iteration $t$ values (Chib and Greenberg, 1995). Let the vector of partially updated parameters be denoted

$$\theta_{[j]}^{(t+1)} = (\theta_1^{(t+1)}, \theta_2^{(t+1)}, \ldots, \theta_{j-1}^{(t+1)}, \theta_{j+1}^{(t)}, \ldots, \theta_d^{(t)})$$

The proposed value $\theta_j^*$ for $\theta_j^{(t+1)}$ is generated from the $j$th proposal density, denoted $f(\theta_j^*|\theta_{[j]}^{(t+1)})$. Also governing the acceptance of a proposal are full conditional densities $p(\theta_j^{(t)}|\theta_{[j]}^{(t+1)})$ specifying the density of $\theta_j$ conditional on other parameters $\theta_{[j]}$. The candidate $\theta_j^*$ is accepted with probability

$$\alpha(\theta_j^{(t)}, \theta_{[j]}^{(t+1)}, \theta_j^*) = \min\left[1, \frac{p(\theta_j^*|\theta_{[j]}^{(t+1)}) f(\theta_j^{(t)}|\theta_{[j]}^{(t+1)})}{p(\theta_j^{(t)}|\theta_{[j]}^{(t+1)}) f(\theta_j^*|\theta_{[j]}^{(t+1)})}\right]$$

The Gibbs sampler (Gelfand and Smith, 1990; Gilks et al., 1996a; Casella and George, 1992) is a special componentwise M–H algorithm whereby the proposal density for updating $\theta_j$ is the full conditional $p(\theta_j^*|\theta_{[j]})$ so that proposals are accepted with probability 1. This sampler was originally developed by Geman and Geman (1984) for Bayesian image reconstruction, with its full potential for simulating marginal distributions by repeated draws recognised by Gelfand and Smith (1990). The Gibbs sampler involves parameter-by-parameter updating which when completed forms the transition from $\theta^{(t)}$ to $\theta^{(t+1)}$:

1. $\theta_1^{(t+1)} \sim f_1(\theta_1|\theta_2^{(t)}, \theta_3^{(t)}, \ldots, \theta_d^{(t)});$  
2. $\theta_2^{(t+1)} \sim f_2(\theta_2|\theta_1^{(t+1)}, \theta_3^{(t)}, \ldots, \theta_d^{(t)});$  
   •  
   •  
   d. $\theta_d^{(t+1)} \sim f_d(\theta_d|\theta_1^{(t+1)}, \theta_3^{(t+1)}, \ldots, \theta_{d-1}^{(t+1)}).$

Repeated sampling from M–H samplers such as the Gibbs sampler generates an autocorrelated sequence of numbers that, subject to regularity conditions (ergodicity etc.), eventually ‘forgets’ the starting values $\theta^{(0)} = (\theta_1^{(0)}, \theta_2^{(0)}, \ldots, \theta_d^{(0)})$ used to initialize the chain and converges to a stationary sampling distribution $p(\theta|y)$. 
The full conditional densities may be obtained from the joint density 
\[ p(\theta, y) = p(y|\theta)p(\theta) \]
and in many cases reduce to standard densities (normal, exponential, gamma, etc.) from which sampling is straightforward. Full conditional densities can be obtained by abstracting out from the full model density (likelihood times prior) those elements including \( \theta_j \) and treating other components as constants (Gilks, 1996). Consider a conjugate model for Poisson count data \( y_i \) with means \( \mu_i \) that are themselves gamma distributed; this is a model appropriate for over-dispersed count data with actual variability \( \text{Var}(y) \) exceeding that under the Poisson model. Suppose \( \mu_i \sim \text{Ga}(\alpha, \beta) \), namely

\[
f(\mu_i|\alpha, \beta) = \mu_i^{\alpha-1} \exp(-\beta \mu_i) / \Gamma(\alpha)
\]

and further that \( \alpha \sim E(a) \), and \( \beta \sim G(b, c) \), where a, b and c are preset constants; this prior structure is used by George et al. (1993). So the posterior density of \( \theta = (\mu_1, \ldots, \mu_n, \alpha, \beta) \) given \( y \) is proportional to

\[
e^{(-a\alpha)} \beta^{b-1} \prod_{i=1}^{n} \exp(-\mu_i) \mu_i^{y_i} \left\{ \prod_{i=1}^{n} \mu_i^{\alpha-1} \exp(-\beta \lambda_i) \right\}^{\frac{1}{\beta^a / \Gamma(\alpha)}}
\]

where all constants (such as the denominator \( \prod y_i! \) in the Poisson likelihood) are combined in the proportionality constant. It is apparent that the conditional densities of \( \mu_i \) and \( \beta \) are \( \text{Ga}(y_i + \alpha, \beta + 1) \) and \( \text{Ga}(b + n\alpha, c + \sum \mu_i) \) respectively. The full conditional density of \( \alpha \) is

\[
f(\alpha|y, \beta, \mu) \propto \exp(-a\alpha) \left[ \beta^a / \Gamma(\alpha) \right]^{\frac{n}{\prod \mu_i}}^{\alpha-1}
\]

This density is non-standard but log-concave and cannot be sampled directly (as can the gamma densities for \( \mu_i \) and \( \beta \)). However, adaptive rejection sampling (Gilks and Wild, 1992) may be used.

As examples of how M–H sampling might be carried out in practice, consider a Poisson density with unknown mean \( \mu \) and data \( y = (y_1, \ldots, y_n) \). One possible reference prior for \( \mu \) is \( p(\mu) = 1/\mu \) so the posterior density on \( \mu \) can be written

\[
p(\mu|y) \propto \prod_{i=1}^{n} \left[ \exp(-\mu) \mu^{y_i} / \mu \right]
\]

Suppose \( \mu \) is transformed to \( \theta = \log(\mu) \). Then the posterior in \( \theta \) includes a Jacobian adjustment, \( \partial \mu / \partial \theta = \exp(\theta) = \mu \), which cancels with \( p(\mu) \), and so

\[
p(\theta|y) \propto \prod_{i=1}^{n} \exp(-e^\theta + y_i \theta) = \exp \left( -ne^\theta + \sum_{i=1}^{n} y_i \theta \right)
\]
If the prior is placed directly on $\theta$ rather than $\mu$, e.g. $\theta \sim N(a, b)$ where $a$ and $b$ are known, a Jacobian adjustment is not needed. Then

$$p(\theta | y) \propto \exp \left( -n\theta + \sum_{i=1}^{n} y_i \theta \right) \exp \left[ -\frac{(\theta - a)^2}{2b} \right]$$

In either case one might use a symmetric normal proposal density to generate potential new values $\theta^*$ via (1.6). This density is centred on $\theta_1$ with variance $\sigma_p^2$ that might be set at a default such as $\sigma_p^2 = 1$ and increased or reduced in order to obtain better acceptance rates. Alternatively it might be based on $\text{Var}(\theta)$ from a maximum likelihood (ML) analysis but with variance increased, namely $\sigma_p^2 = K \text{Var}(\theta_{ML})$, $K > 1$.

If the variance is too low, acceptance rates will be high but the chain will mix slowly (i.e. move slowly through the parameter space) and converge slowly to $p(\theta | y)$. If the variance is too large, the acceptance rate will be low because the proposed new parameter values will have low values of the ratios $p(\theta^* | y) / p(\theta_1 | y)$. For example, if the required acceptance rate is $\rho$ (e.g. $\rho = 0.45$), then one might run the sampler for a certain number $N$ of iterations and compare the actual number of proposals accepted $N_1$ with required number $N_2 = \rho N$ and revise the scale according as $N_1 \leq N_2$ or $N_1 > N_2$. If $N_1 \leq N_2$,

$$\sigma_{p, \text{new}} = \sigma_{p, \text{old}} / (2 - N_1 / N_2)$$

while if $N_1 > N_2$,

$$\sigma_{p, \text{new}} = \sigma_{p, \text{old}} / \left[ 2 - (N - N_1) / (N - N_2) \right]$$

Multiparameter updating will involve a multivariate density such as a multivariate normal with dispersion matrix $\Sigma_p$. For example, consider the mean $\mu$ and standard deviation $\sigma$ in a univariate Student $t$ density with known degrees of freedom $\nu$. Taking

$$p(\mu, \sigma) = 1 / \sigma$$

as one among several possible reference priors, the posterior density is

$$p(\mu, \sigma | y) \propto \frac{1}{\sigma} \prod_{i=1}^{n} \left[ 1 + \frac{(y_i - \mu)^2}{\nu \sigma^2} \right]^{-(\nu+1)/2}$$

Transforming to $\theta = \log \sigma$, the Jacobian is $\partial \sigma / \partial \theta = \sigma$ and the posterior density in $\mu$ and $\theta$ is

$$p(\mu, \theta | y) \propto \frac{1}{e^\theta} \prod_{i=1}^{n} \left[ 1 + \frac{(y_i - \mu)^2}{\nu e^{2\theta}} \right]^{-(\nu+1)/2}$$
This is the comparator density in (1.5) or (1.6), with a possible proposal density, when \( \theta = \log \sigma \), being a bivariate normal centred at \((\mu^{(i)}, \theta^{(i)})\).

1.5 MCMC CONVERGENCE

There are many unresolved questions around the assessment of convergence of MCMC sampling procedures (Cowles and Carlin, 1996). It is generally accepted to be preferable to use two or more parallel chains with diverse starting values to ensure full coverage of the sample space of the parameters, and so diminish the chance that the sampling will become trapped in a small part of the space (Gelman and Rubin, 1992; Gelman, 1996). Single long runs may be adequate for straightforward problems, or as a preliminary to obtain inputs to multiple chains. Convergence for multiple chains may be assessed using Gelman–Rubin scale reduction factors that compare variation in the sampled parameter values within and between chains. Parameter samples from poorly identified models will show wide divergence in the sample paths between different chains and the variability of sampled parameter values between chains will considerably exceed the variability within any one chain. To measure variability of samples \( \theta^{(i)}_j \) within the \( j \)th chain \((j = 1, \ldots, J)\) define

\[
V_j = \frac{\sum_{t=s+1}^{s+T} (\theta^{(i)}_j - \bar{\theta}_j)^2}{(T - 1)}
\]

over \( T \) iterations after an initial burn-in of \( s \) iterations. Ideally the burn-in period is a short initial set of samples where the effect of the initial parameter values tails off; during the burn-in the parameter trace plots will show clear monotonic trends as they reach the region of the posterior. Convergence is therefore assessed from iterations \( s + 1 \) to \( s + T \).

Variability within chains \( V_W \) is then the average of the \( V_j \). Between-chain variance is measured by

\[
V_B = \frac{T}{J-1} \sum_{j=1}^{J} (\bar{\theta}_j - \bar{\theta})^2
\]

where \( \bar{\theta} \) is the average of the \( \bar{\theta}_j \). The scale reduction factor (SRF) compares a pooled estimator of \( \text{Var}(\theta) \), given by \( V_P = V_B / T + TV_W / (T - 1) \), with the within-sample estimate \( V_W \). Specifically the SRF is \((V_P / V_W)^{0.5}\) with values under 1.2 indicating convergence.

Parameter samples obtained by MCMC methods are correlated, which means extra samples are needed to convey the same information.
Additionally, as in any iterative estimation, there may be a delay in seeking the region of the posterior density where the modal value is located. The extent of correlation, and the convergence towards the modal region, will depend on a number of factors including the form of parameterization, the sample size, the complexity of the model and the form of sampling (e.g. block or univariate sampling of parameters).

A more recently proposed convergence statistic is that due to Brooks and Gelman (1998) and known as the Brooks–Gelman–Rubin (BGR) statistic. This is a ratio of parameter interval lengths, where for chain \( j \) the length of the \( 100(1 - \alpha)\% \) interval for parameter \( \theta \) is obtained, i.e. the gap between \( 0.5 \alpha \) and \( (1 - 0.5 \alpha) \) points from \( T \) simulated values. This provides \( J \) within-chain interval lengths, with mean \( I_U \). For the pooled output of \( T_J \) samples, the same \( 100(1 - \alpha)\% \) interval \( I_P \) is also obtained. Then the ratio \( I_P / I_U \) should converge to one if there is convergent mixing over different chains.

Analysis of sequences of samples from an MCMC chain amounts to an application of time series methods, in regard to problems such as assessing stationarity in an autocorrelated sequence. Autocorrelation at lags 1, 2 and so on may be assessed from the full set of sampled values \( \theta^{(t)}, \theta^{(t+1)}, \theta^{(t+2)}, \ldots \), or from subsamples \( K \) steps apart, \( \theta^{(t)}, \theta^{(t+K)}, \theta^{(t+2K)}, \ldots \), etc. If the chains are mixing satisfactorily then the autocorrelations in the one-step apart iterates \( \theta^{(t)} \) will fade to zero as the lag increases (e.g. at lag 10 or 20). Non-vanishing autocorrelations at high lags mean that less information about the posterior distribution is provided by each iterate and a higher sample size \( T \) is necessary to cover the parameter space. Slow convergence will show in trace plots that wander, and that exhibit short-term trends rather than fluctuating rapidly around a stable mean.

Problems of convergence in MCMC sampling may reflect problems in model identifiability due to overfitting or redundant parameters. Running multiple chains often assists in diagnosing poor identifiability of models. This is illustrated most clearly when identifiability constraints are missing from a model, such as in discrete mixture models that are subject to ‘label switching’ during MCMC updating (Frühwirth-Schnatter, 2001). One chain may have a different ‘label’ to others so that obtaining a G–R statistic for some parameters is not sensible. Choice of diffuse priors tends to increase the chance of poorly identified models, especially in complex hierarchical models or small samples (Gelfand and Sahu, 1999). Elicitation of more informative priors or application of parameter constraints may assist identification and convergence. Correlation between parameters within the parameter set \( \theta = (\theta_1, \theta_2, \ldots, \theta_d) \) tends to delay
convergence and increase the dependence between successive iterations. Reparameterisation to reduce correlation – such as centring predictor variables in regression – usually improves convergence (Gelfand et al., 1995; Zuur et al., 2002).

1.6 COMPETING MODELS

Generally there are several possible competing models for the data, differing in likelihood or prior specifications. It is necessary either to choose between them, or to have some way of averaging inferences over them in terms of their relative probability or likelihood. From the conditional probability rule one can obtain posterior model probabilities. Let $M_j$ be one among several possible alternative models $\{M_1, \ldots, M_J\}$. Then with $B = y$ and $A = M_j$, we have that

$$p(M_j|y) = \frac{p(y|M_j)p(M_j)}{p(y)}$$

where the denominator is equivalent to $\sum_k p(y|M_k)p(M_k)$. The formal Bayes model choice is based on posterior model probabilities $p(M_j|y)$ and associated quantities, such as the Bayes factor $B_{jk} = p(y|M_j)/p(y|M_k)$ comparing models $j$ and $k$. This and other methods for comparing and checking models are considered in Chapter 2.

1.7 SETTING PRIORS

Priors may be chosen to encapsulate existing knowledge (e.g. based on results or parameter estimates from historical data) or to impart relatively little information in relation to that provided by the data. In the latter category are ‘reference priors’ that are constructed automatically without needing to choose tuning parameters. The latter are also sometimes known as objective priors (e.g. Casella and Moreno, 2002), whereas priors based to some degree on existing knowledge are known as subjective or elicited priors (Garthwaite et al., 2004). While objective priors have the benefit of being ‘off the shelf’ and of ‘letting the data speak for themselves’, they may also create problems in sampling-based estimation. Improper priors, for example, may lead to an improper joint posterior distribution even when all the full conditional posteriors are proper (Casella and George, 1992; Hobert and Casella, 1996).

In practice other principles may guide prior specification: for example, formal model choice (section 1.6 and Chapter 2) may be adversely affected by using diffuse or just proper priors. Complex models for
relatively small samples may require relatively informative priors in order to be identifiable from the data. Conjugate priors in which the posterior has the same form as the prior have advantages in tractability, and also in interpretation, since the prior can be interpreted in terms of a prior sample size or as pseudo data.

In many applications involving small or modest sample sizes posterior inferences about parameters or functionals of parameters may be affected by the prior used. Formal model choice via the Bayes factor may remain sensitive to prior specification for all sample sizes. In fact, the Bayes factor $B_{21}$ for model 2 vs. model 1 (where model 2 is more parameterized) tends to zero as the sample size $n$ increases. Also when model 2 contains an additional parameter and the diffuseness of the prior on that parameter is increased, $B_{21}$ tends to zero (Bartlett, 1957; Lindley, 1957).

On the other hand, problems with Bayes factor stability may be overstated. Although the Bayes factor may change with a change in the prior, it is pertinent to ask whether the ranking of the leading models changes when the prior is changed in reasonable ways. Possible alternatives to the formal Bayes factor include Bayes factors using minimal training samples from $y = (y_1, \ldots, y_n)$ to provide proper priors, examples being the fractional Bayes factor (O’Hagan, 1995) and the intrinsic Bayes factor (Berger and Pericchi, 1996a; 1996b).

A good principle for any application is to carry out a sensitivity analysis with a variety of prior specifications. This is especially so for parameters that are known to have sensitivity implications, e.g. the variances in hierarchical random effects models, or where the model is only weakly identified (e.g. see Chapter 8). A practical procedure implicit in the WINBUGS package and with some support in the literature (e.g. Besag et al., 1995) is the use of just proper, minimally informative priors. However, some argue that improper or just proper priors can be avoided by some subject matter reasoning. Thus Kadane and Lazar (2003, p 281) state that ‘if statisticians were to think about the reality underlying the parameter, they should always be able to describe it reasonably well using a prior distribution’.

1.8 THE NORMAL LINEAR MODEL AND GENERALIZED LINEAR MODELS

In this book the focus is on discrete outcome models $p(y|\theta)$ that generalize the tools used for continuous data, e.g. regression models, time series models and panel analysis. Such generalization usually starts
with non-hierarchical linear regression. The mainstay of regression
modelling for continuous data is the normal linear model whereby a
response variable \( y_i \), measured for subjects \( i = 1, \ldots, n \), is related linearly
to regressor variables (or predictors) \( x_{i1}, \ldots, x_{ip} \). Assuming that
predictors are measured without error, model discrepancies or measure-
ment errors in the \( y_i \) are expressed via errors \( \varepsilon = (\varepsilon_1, \ldots, \varepsilon_n) \) assumed
to be independently normally distributed with a common variance \( \sigma^2 \).
Thus

\[
y_i = \beta_0 + \beta_1 x_{i1} + \beta_2 x_{i2} + \cdots + \beta_p x_{ip} + \varepsilon_i \\
\varepsilon_i \sim N(0, \sigma^2)
\]

Equivalently

\[
Y = X\beta + \varepsilon
\]

where \( Y \) is an \( n \times 1 \) column vector, \( \beta = (\beta_0, \ldots, \beta_p)' \) is a \( (p + 1) \times 1 \)
column vector of regression parameters and \( X \) is an \( n \times (p + 1) \) matrix of
predictor variables including an intercept \( x_{i0} = 1 \). Letting \( \eta_i = \beta_0 + \beta_1 x_{i1} + \beta_2 x_{i2} + \cdots + \beta_p x_{ip} = X_i\beta \), where \( X_i \) is the \( i \)th row of \( X \), the
normal linear model may also be written in the form

\[
y_i \sim N(\eta_i, \sigma^2)
\]

However, for discrete responses (e.g. binary or count data) the
distribution of \( y_i \) will not usually be normal. Also, to ensure that
predictions \( \hat{y}_i \) are of the same form as \( y_i \) itself (e.g. if \( y_i \) is binary it is
necessary that \( \hat{y}_i \) be between 0 and 1), the mean \( \mu_i \) of the dependent
variable may need to be a transformation of the linear predictor \( \eta_i \) rather
than equalling it. In the class of generalized linear models (Nelder and
Wedderburn, 1972), \( y_i \) may follow one of a wide set of distributions
within the linear exponential family instead of being assumed normal. Thus

\[
y_i \sim p(y_i|\theta_i, \phi) \\
l(\theta_i, \phi|y) = \log[p(y_i|\theta_i, \phi)] = [y_i\theta_i - b(\theta_i)]/a_i(\phi) + c(y_i, \phi) \tag{1.7}
\]

where \( a, b \) and \( c \) are known functions that define the particular distribution, \( \theta_i = h(\eta_i) = h(X_i\beta) \) are unknown location parameters, and the scale
parameter \( \phi \) and hence \( a_i(\phi) \) may be known or unknown. Canonical
models are where \( \theta_i = \eta_i \). By using the relations \( \text{E}(\partial l/\partial \theta) = 0 \) and \( \text{E}(\partial^2 l/\partial \theta^2) + \text{E}(\partial l/\partial \theta)^2 = 0 \), one may show that \( \text{E}(y_i) = b'(\theta_i) \) and \( \text{Var}(y_i) = a_i(\phi) b''(\theta_i) \).

To ensure predictions of the right form, a transform or link function \( g(\mu_i) \) is usually needed to link the mean \( \mu_i = \text{E}(y_i) \) to the regression term in the predictors \( X_i \). So assuming a linear regression term, one obtains

\[
g(\mu_i) = X_i \beta = \eta_i
\]

with the inverse link being

\[
\mu_i = g^{-1}(X_i \beta) = g^{-1}(\eta_i)
\]

Different types of link may be used for any particular distribution (e.g. for the binomial distribution, commonly used links are the logit, probit or extreme value). The normal linear model with an identity link is in fact a special case of the linear exponential family, in which \( \mu_i = \theta_i = X_i \beta \), and the relevant functions are \( a_i(\phi) = \sigma^2 \), \( b(\theta_i) = \theta_i^2/2 \), \( c(y_i, \phi) = -0.5 y_i^2/\sigma^2 + \log(2\pi\sigma^2) \).

The Poisson with log link between \( \eta_i \) and \( \mu_i \) leads to \( \theta_i = \log(\mu_i) = X_i \beta \), with relevant functions being \( a_i(\phi) = 1 \), \( b(\theta_i) = \exp(\theta_i) \), \( c(y_i, \phi) = -\log y_i \).

Thus

\[
y_i \sim \text{Po}(y_i|\mu_i)
\]

where

\[
\text{Po}(y_i|\mu) = \exp[y_i \log(\mu_i) - \mu_i - \log y_i!]
\]

The variance = mean relation of the Poisson is obtained by differentiating \( b(\theta_i) \). For the binomial with mean \( \pi_i \) and \( n_i \) subjects at risk in the \( i \)th group or trial the likelihood may be written as

\[
\binom{n_i}{y_i} \left[ \frac{\pi_i}{1 - \pi_i} \right]^{y_i} (1 - \pi_i)^{n_i - y_i}
\]

This is obtained from the exponential family with \( \theta_i = X_i \beta = \log[\pi_i/(1 - \pi_i)] \), \( a_i(\phi) = 1 \), \( b(\theta_i) = n_i \log[1 + \exp(\theta_i)] \), and

\[
c(y_i, \phi) = \log\binom{n_i}{y_i}
\]

Thus the logit function is the canonical link between \( \pi_i \) and \( \eta_i = \theta_i \).

Random variation in subject means (\( \mu_i \) in the Poisson, \( \pi_i \) in the binomial) may be introduced. If modelled in the regression link, this might take the form

\[
g(\mu_i) = X_i \beta + \alpha_i
\]
where $\alpha_i$ might be normal, or a mixture of normals. Alternatively conjugate mixing may be considered, as when Poisson means $\mu_i$ are assumed to be gamma distributed over subjects, and when binomial probabilities are taken to be beta distributed (Nelder and Lee, 2000). The motivations for such extensions often lie in heterogeneity greater than expected under the standard exponential family models or to obtain improved estimates of varying means for subjects that allow ‘pooling of strength’.

Random variation between subjects may be unstructured and exchangeable (the features of the density are unaffected by permutation of the subject identifiers). However, structured variation is likely for observations arranged in space or time (e.g. spatially correlated variation if the observation units are areas). Consider the mixed model in spatial epidemiology (Besag et al., 1991) for Poisson distributed event totals $y_i$ with means $\mu_i = \lambda_i E_i$, where $E_i$ are expected events and $\lambda_i$ are relative disease risks (see Chapter 8). Then

$$\log(\lambda_i) = X_i \beta + \alpha_{i1} + \alpha_{i2}$$

where $\alpha_{i1}$ and $\alpha_{i2}$ are white–noise and spatial errors respectively. The impact of unstructured random effects $\alpha_{i1}$ is to pool strength over all areas towards the overall mean. With structured errors, the configuration of areas affects the nature of the pooling of strength: smoothing is towards local rather than global averages.

Classical ML analysis of models following particular forms of the exponential family density (1.7) involves Newton–Raphson iteration or iteratively reweighted least squares, and usually relies on asymptotic normality to provide parameter densities or hypothesis tests. However, the asymptotic approximations may not hold for small or moderate sample sizes or for non-linear models (e.g. see Zellner and Rossi, 1984). Inferences based on asymptotic normality of the ML parameters can be affected, perhaps distorted, by choice of parameterization, by sample size, by the form of regression (non-linear vs. linear) and so on. An illustration by Pastor-Barriuso et al. (2003) is for a logit model subject to a change point in the impact of regressors. Bayesian analysis of discrete data follows the generalized linear model (GLM) structure but is not constrained to asymptotic normality to obtain posterior inferences.

---

$E_i$ denotes the expected deaths, taking account of the size of the population exposed to risk and its age structure but assuming a standard death rate schedule (e.g. national death rates).