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1

Teamwork in Multi-Agent Environments

The Master doesn’t talk, he acts.
When his work is done,
the people say, ‘Amazing:
we did it, all by ourselves!’

Tao Te Ching (Lao-Tzu, Verse 17)

1.1 Autonomous Agents

What is an autonomous agent? Many different definitions have been making the rounds, and the understanding of agency has changed over the years. Finally, the following definition from Jennings et al. (1998) has become commonly accepted:

An agent is a computer system, situated in some environment, that is capable of flexible autonomous action in order to meet its design objectives.

The environment in which agents operate and interact is usually dynamic and unpredictable. Multi-agent systems (MASs) are computational systems in which a collection of loosely-coupled autonomous agents interact in order to solve a given problem. As this problem is usually beyond the agents’ individual capabilities, agents exploit their ability to communicate, cooperate, coordinate and negotiate with one another. Apparently, these complex social interactions depend on the circumstances and may vary from altruistic cooperation through to open conflict. Therefore, in multi-agent systems one of the central issues is the study of how groups work, and how the technology enhancing complex interactions can be implemented. A paradigmatic example of joint activity is teamwork, in which a group of autonomous agents choose to work together, both in advancement of their own individual goals as well as for the good of the system as a whole. In the first phase of designing multi-agent systems in the 1980s and 1990s, the emphasis was put on
cooperating teams of software agents. Nowadays there is a growing need for teams consisting of computational agents working hand in hand with humans in multi-agent environments. Rescue teams are a good example of combined teams consisting of robots, software agents and people (Sycara and Lewis, 2004).

1.2 Multi-Agent Environments as a Pinnacle of Interdisciplinarity

Variety is the core of multi-agent systems. This simple statement expresses the many dimensions immanent in agency. Apparently, the driving force underlying multi-agent systems is to relax the constraints of the previous generation of complex (distributed) intelligent systems in the field of knowledge-based engineering, which started from expert systems, through various types of knowledge-based systems, up to blackboard systems (Engelmore and Morgan, 1988; Gonzalez and Dankel, 1993; Stefik, 1995). Flexibility is essential for ensuring goal-directed behavior in a dynamic and unpredictable environment. Complex and adaptive patterns of interaction in multi-agent systems, together with agents’ autonomy and the social structure of cooperative groups, determine the novelty and strength of the agent-based approach.

Variety is the core of multi-agent systems also because of important links with other disciplines, as witnessed by the following quote from Luck et al. (2003):

A number of areas of philosophy have been influential in agent theory and design. The philosophy of beliefs and intentions, for example, led directly to the BDI model of rational agency, used to represent the internal states of an autonomous agent. Speech act theory, a branch of the philosophy of language, has been used to give semantics to the agent communication language of FIPA. Similarly, argumentation theory – the philosophy of argument and debate, which dates from the work of Aristotle – is now being used by the designers of agent interaction protocols for the design of richer languages, able to support argument and non-deductive reasoning. Issues of trust and obligations in multiagent systems have drawn on philosophical theories of delegation and norms.

Social sciences: Although perhaps less developed than for economics, various links between agent technologies and the social sciences have emerged. Because multiagent systems are comprised of interacting, autonomous entities, issues of organisational design and political theory become important in their design and evaluation. Because prediction of other agents’ actions may be important to an agent, sociological and legal theories of norms and group behavior are relevant, along with psychological theories of trust and persuasion. Moreover for agents acting on behalf of others (whether human or not), preference elicitation is an important issue, and so there are emerging links with marketing theory where this subject has been studied for several decades.

1.3 Why Teams of Agents?

Why cooperation?

Cooperation matters. Many everyday tasks cannot be done at all by a single agent, and many others are done more effectively by multiple agents. Moving a very heavy object is an example of the first sort, and moving a very long (but not heavy) object can be of the second (Grant et al., 2005a).
Teams of agents are defined as follows (Gilbert, 2005):

The term ‘team’ tends to evoke, for me, the idea of a social group dedicated to the pursuit of a particular, persisting goal: the sports team to winning, perhaps with some proviso as to how this comes about, the terrorist cell to carrying out terrorist acts, the workgroup to achieving a particular target.

Teamwork may be organized in many different ways. Bratman characterizes shared cooperative activity by the criteria of mutual responsiveness, commitment to joint activity, commitment to mutual support and formation of subplans that mesh with one another (Bratman, 1992). Along with his characteristics, the following essential aspects underlie our approach to teamwork:

- working together to achieve a common goal;
- constantly monitoring the progress of the team effort as a whole;
- helping one another when needed;
- coordinating individual actions so that they do not interfere with one another;
- communicating (partial) successes and failures if necessary for the team to succeed;
- no competition among team members with respect to achieving the common goal.

Teamwork is a highly complex matter, that can be characterized along different lines. One distinction is that teamwork can be primarily defined:

1. In terms of achieving a certain outcome, where the roles of agents are of prime importance.
2. In terms of the motivations of agents, where agents’ commitments are first-class citizens.

In this book, the second point of view is taken.

1.4 The Many Flavors of Cooperation

It is useful to ask initially: what makes teamwork tick? A fair part of this book will be devoted to answering this question.

Coordinated group activity can be investigated from many different perspectives:

- the software engineering perspective (El Fallah-Seghrouchni, 1997; Jennings and Wooldridge, 2000);
- the mathematical perspective (Procaccia and Rosenschein, 2006; Shehory, 2004; Shehory and Kraus, 1998);
- the information theory perspective (Harbers et al., 2008; Sierra and Debenham, 2007);
- the social psychology perspective (Castelfranchi, 1995, 2002; Castelfranchi and Falcone, 1998; Sichman and Conte, 2002);
- the strictly logical perspective (Ågotnes et al., 2008; Goranko and Jamroga, 2004);
- in the context of electronic institutions (Arcos et al., 2005; Dignum, 2006).

We take the practical reasoning perspective.