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FOREWORD

It is my great pleasure to welcome the new book *Rough-Fuzzy Pattern Recognition: Applications in Bioinformatics and Medical Imaging* by the prominent scientists Professor Sankar K. Pal and Professor Pradipta Maji.

Soft computing methods allow us to achieve high-quality solutions for many real-life applications. The characteristic features of these methods are tractability, robustness, low-cost solution, and close resemblance with human-like decision making. They make it possible to use imprecision, uncertainty, approximate reasoning, and partial truth in searching for solutions. The main research directions in soft computing are related to fuzzy sets, neurocomputing, genetic algorithms, probabilistic reasoning, and rough sets. By integration or combination of the different soft computing methods, one may improve the performance of these methods. Among the various integrations realized so far, neuro-fuzzy computing (combing fuzzy sets and neural networks) is the most visible one because of its several real-life applications.

Both fuzzy and rough set theory represent two different approaches to analyzing vagueness. Fuzzy set theory addresses gradualness of knowledge, expressed by the fuzzy membership, whereas rough set theory addresses the granularity of knowledge, expressed by the indiscernibility relation. In 1999, together with Professor Sankar K. Pal, we edited the book *Rough-Fuzzy Hybridization* published by Springer. Since then, great progress has been made in the development of methods based on a combination of these approaches, both on foundations and applications. It is proved that by combining the rough-set and fuzzy-set approaches it is possible to achieve a significant improvement in the performance of methods. They are complementary to each other rather than competitive.
The book is based on a unified framework describing how rough-fuzzy computing techniques can be formulated for building efficient information granules, especially pattern recognition models. These granules are induced from some elementary granules by (hierarchical) fusion. The elementary granules can be induced using rough-set-based methods and/or fuzzy-set-based methods, and also the aggregation of granules can be based on a combination of such methods. In this way, one can consider different approaches such as rough-fuzzy, fuzzy-rough or fuzzy rough-fuzzy. For example, using rough-set-based methods one can efficiently induce some crisp patterns, which can be next fuzzified for making them soft. This can help, for example, in searching for the relevant fusion of granules. Analogously, the discovered fuzzy patterns may contain too many details and then, by using rough-set-based methods, one can obtain simpler patterns with satisfactory quality. Such patterns can be next used efficiently in approximate reasoning, for example, in the discovery of more complex patterns from the existing ones. In all these methods, the rough-set approach and the fuzzy-set approach work synergistically in efficient searching under uncertainty and imprecision for the target granules (e.g., classifiers for complex concepts) with a high quality. Note that in the fusion of granules, inclusion measures also play an important role because they allow us to estimate the quality of the granules constructed.

In a perfect way, the book introduces the reader to the fascinating and successful cooperative game between the rough-set approach and fuzzy-set approach. In this book, the reader will find a nice introduction to the rough-fuzzy approach and fuzzy-set approach. The discussed methods and algorithms cover all major phases of a pattern recognition system (e.g., classification, clustering, and feature selection). The book covers existing results and also presents new results. It was proved experimentally that the performance of the developed algorithms based on a combination of approaches is much better than the performance of algorithms based on approaches taken separately. This is shown in the book for several tasks such as feature selection of real valued data, case selection, image processing and analysis, data mining and knowledge discovery, selection of vocabulary for information retrieval, and decision rule extraction. The high performance of the developed methods is especially emphasized for real-life applications in bioinformatics and medical image processing. The balance of theory, algorithms, and applications will make this book attractive to many readers. The reader will also find in the book a discussion on various challenging issues relevant to application domains and possible ways of handling them with rough-fuzzy approaches.

This book, unique in its character, will be very useful to graduate students, researchers, and practitioners. The authors deserve the highest appreciation for their outstanding work. This is a work whose importance is hard to exaggerate.

Andrzej Skowron

Institute of Mathematics
Warsaw University, Poland
December, 2011
PREFACE

Soft computing is a collection of methodologies that work synergistically, not competitively, that, in one form or another, reflects its guiding principle: exploits the tolerance for imprecision, uncertainty, approximate reasoning, and partial truth to achieve tractability, robustness, low cost solution, and close resemblance with human-like decision making. It provides a flexible information processing capability for representation and evaluation of various real-life, ambiguous and uncertain situations and therefore results in the foundation for the conception and design of high machine intelligence quotient systems. At this juncture, the principal constituents of soft computing are fuzzy sets, neurocomputing, genetic algorithms, probabilistic reasoning, and rough sets.

One of the challenges of basic soft computing research is how to integrate its different constituting tools synergistically to achieve both generic and application-specific merits. Application-specific merits point to the advantages of integrated systems not achievable using the constituting tools singly.

Rough set theory, which is considered to be a newer soft computing tool compared with others, deals with uncertainty, vagueness, and incompleteness arising from the indiscernibility of objects in the universe. The main goal of rough set theoretic analysis is to synthesize or construct approximations, in terms of upper and lower bounds of concepts, properties, or relations from the acquired data. The key notions here are those of information granules and reducts. Information granules formalize the concept of finite precision representation of objects in real-life situations, and the reducts represent the core of an information system, both in terms of objects and features, in a granular universe. Its integration with fuzzy set theory, called rough-fuzzy computing, has motivated researchers to design a much stronger paradigm of reasoning and handling uncertainties associated with
the data compared with those of the individual ones. The generalized theories of rough-fuzzy sets (when a fuzzy set is defined over crisp granules), fuzzy-rough sets (when a crisp set is defined over fuzzy granules), and fuzzy rough-fuzzy sets (when a fuzzy set is defined over fuzzy granules) have been applied successfully to problems such as classification, clustering, feature selection of real valued data, case selection, image processing and analysis, data mining and knowledge discovery, selecting vocabulary for information retrieval, and decision rule extraction.

In rough-fuzzy pattern recognition, fuzzy sets are used for handling uncertainties arising from ill-defined or overlapping nature of concepts, classes or regions, in terms of membership values, while rough sets are used for granular computing and handling uncertainties, due to granulation or indiscernibility in the feature space, in terms of lower and upper approximations of concepts or regions. On the one hand, rough information granules are used, for example, in defining class exactness, and encoding domain knowledge. On the other hand, granular computing, which deals with clumps of indiscernible data together rather than individual data points, leads to computation gain, thereby making it suitable for mining large data sets. Furthermore, depending on the problems, granules can be class dependent or independent. Several clustering algorithms have been formulated where the incorporation of rough sets resulted in a balanced mixture between restrictive or hard clustering and descriptive or fuzzy clustering. Judicious integration of the concept of rough sets with the existing fuzzy clustering algorithms has made the latter work faster with improved performance. Various real-life applications of these models, including those in bioinformatics, have also been reported during the last five to seven years. These are available in different journals, conference proceedings, and edited volumes. This scattered information causes inconvenience to readers, students, and researchers.

The current volume is aimed at providing a treatise in a unified framework describing how rough-fuzzy computing techniques can be judiciously formulated and used in building efficient pattern recognition models. On the basis of the existing as well as new results, the book is structured according to the major phases of a pattern recognition system (for example, clustering, classification, and feature selection) with a balanced mixture of theory, algorithm, and applications. Special emphasis is given to applications in bioinformatics and medical image processing.

The book consists of nine chapters. Chapter 1 provides an introduction to pattern recognition and data mining, along with different research issues and challenges related to high dimensional real-life data sets. The significance of soft computing in pattern recognition and data mining is also presented in Chapter 1. Chapter 2 presents the basic notions and characteristics of two soft computing tools, namely, fuzzy sets and rough sets. These are followed by the concept of information granules, the emergence of a rough-fuzzy computing paradigm and their relevance to pattern recognition. It also provides a mathematical framework for generalized rough sets incorporating the concept of fuzziness in defining the granules as well as the set. Various roughness and uncertainty measures with
properties are reported. Different research issues related to rough granules are
stated.

Chapter 3 mainly centers on a generalized unsupervised learning (clustering)
algorithm, termed as rough-fuzzy-possibilistic $c$-means. While the concept of
lower and upper approximations of rough sets deals with uncertainty, vagueness,
and incompleteness in class definition, the membership function of fuzzy sets
enables efficient handling of overlapping partitions. It incorporates both proba-
bilistic and possibilistic memberships simultaneously to avoid the problems of
noise sensitivity of fuzzy $c$-means and the coincident clusters of possibilistic
$c$-means. The concept of crisp lower bound and fuzzy boundary of a class enables
efficient selection of cluster prototypes. The algorithm is generalized in the sense
that all the existing variants of $c$-means algorithms can be derived from this as a
special case. Superiority in terms of computation time and performance is demon-
strated. Several quantitative indices are reported for evaluating the performance
on various real-life data sets.

Chapter 4 provides various supervised classification methods based on class-
dependent $f$-granulation and rough set theoretic feature selection. The signifi-
cance of granulation for better class discriminatory information and neighborhood
rough sets for better feature selection is demonstrated. Extensive experimen-
tal results with quantitative indices are provided on both fully and partially
labeled data sets. Future directions on the use of this concept in other computing
paradigms are also provided.

Selection of nonredundant and relevant features of real valued data sets is a
highly challenging problem. Chapter 5 addresses this issue. Methods described
here are based on fuzzy-rough sets by maximizing the relevance and mini-
mizing the redundancy of the selected features. Various new concepts such
as fuzzy equivalence partition matrix, representation of Shannon’s entropy for
fuzzy approximation spaces, $f$-information measures to compute both relevance
and redundancy of features, and feature evaluation indices are stated along with
experimental results.

While several experimental results on both artificial and real-life data sets,
including speech and remotely sensed multi-spectral image data, are provided in
Chapters 3, 4, and 5 to demonstrate the effectiveness of the respective rough-
fuzzy methodologies, the next four chapters are concerned only with certain
specific applications, namely, in bioinformatics and medical imaging. Problems
considered in bioinformatics include selection of a minimum set of bio-basis
strings with maximum information for amino acid sequence analysis (Chapter 6),
grouping functionally similar genes from microarray gene expression data through
clustering (Chapter 7), and selection of relevant genes from high dimensional
microarray data (Chapter 8). Selection of bio-basis strings is done by devising
a relational clustering algorithm, called rough-fuzzy $c$-medoids. It judiciously
integrates rough sets, fuzzy sets, and amino acid mutation matrices with hard
$c$-medoids algorithms. The selected bio-basis strings are evaluated with newly
defined indices in terms of a homology alignment score. Gene clusters thus
identified may contribute to revealing underlying class structures, providing a
useful tool for the exploratory analysis of biological data. The concept of fuzzy equivalence partition matrix, based on the theory of fuzzy-rough sets, is shown to be effective for selecting relevant and nonredundant continuous valued genes from high dimensional microarray gene expression data.

Problems of segmentation of brain MR images for visualization of human tissues during clinical analysis is addressed in Chapter 9 using rough-fuzzy clustering with new indices for feature extraction. The concept of discriminant analysis, based on the maximization of class separability, is used to circumvent the problems of initialization and local minima of rough-fuzzy clustering. Different challenging issues in the respective application domains and the ways of handling them with rough-fuzzy approaches are also discussed.

The relevant existing conventional/traditional approaches or techniques are also included wherever necessary. Directions for future research in the concerned topic are provided in each chapter. Most of the materials presented in the book are from our published works. For the convenience of readers, a comprehensive bibliography on the subject is also appended in each chapter. Some works in the related areas might have been omitted because of oversight or ignorance.

This book, which is unique in its character, will be useful to graduate students and researchers in computer science, electrical engineering, system science, medical science, bioinformatics, and information technology, both as a textbook and a reference book for some parts of the curriculum. Researchers and practitioners in industry and R&D laboratories working in the fields of system design, pattern recognition, machine learning, image analysis, vision, data mining, bioinformatics, and soft computing or computational intelligence will also be benefited.

Finally, the authors take this opportunity to thank Mr. Michael Christian and Dr. Simone Taylor of John Wiley & Sons, Inc., Hoboken, New Jersey, for their initiative and encouragement. The authors also gratefully acknowledge the support provided by Prof. Malay K. Kundu, Dr. Saroj K. Meher, Dr. Debashis Sen, Ms. Sushmita Paul, and Mr. Indranil Dutta of Indian Statistical Institute in the preparation and proofreading of a few chapters of the manuscript. The book was written when one of the authors, Prof. S. K. Pal, held a J. C. Bose National Fellowship of the Government of India.
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1

INTRODUCTION TO PATTERN RECOGNITION AND DATA MINING

1.1 INTRODUCTION

Pattern recognition is an activity that human beings normally excel in. The task of pattern recognition is encountered in a wide range of human activity. In a broader perspective, the term could cover any context in which some decision or forecast is made on the basis of currently available information. Mathematically, the problem of pattern recognition deals with the construction of a procedure to be applied to a set of inputs; the procedure assigns each new input to one of a set of classes on the basis of observed features. The construction of such a procedure on an input data set is defined as pattern recognition.

A pattern typically comprises some features or essential information specific to a pattern or a class of patterns. Pattern recognition, as per the convention, is the study of how machines can observe the environment, learn to distinguish patterns of interest from their background, and make sound and reasonable decisions about the categories of the patterns. In other words, the discipline of pattern recognition essentially deals with the problem of developing algorithms and methodologies that can enable the computer implementation of many recognition tasks that humans normally perform. The objective is to perform these tasks more accurately, faster, and perhaps more economically than humans and, in many cases, to release them from drudgery resulting from performing routine recognition tasks repetitively and mechanically. The scope of pattern recognition also encompasses tasks at which humans are not good, such as reading bar codes. Hence, the goal
of pattern recognition research is to devise ways and means of automating certain
decision-making processes that lead to classification and recognition.

Pattern recognition can be viewed as a twofold task, consisting of learning
the invariant and common properties of a set of samples characterizing a class,
and of deciding that a new sample is a possible member of the class by noting
that it has properties common to those of the set of samples. The task of pattern
recognition can be described as a transformation from the measurement space
$\mathcal{M}$ to the feature space $\mathcal{F}$ and finally to the decision space $\mathcal{D}$; that is,

$$\mathcal{M} \rightarrow \mathcal{F} \rightarrow \mathcal{D},$$

(1.1)

where the mapping $\delta : \mathcal{F} \rightarrow \mathcal{D}$ is the decision function, and the elements $d \in \mathcal{D}$
are termed as decisions.

Pattern recognition has been a thriving field of research for the past few
decades [1–8]. The seminal article by Kanal [9] gives a comprehensive review
of the advances made in the field until the early 1970s. More recently, a review
article by Jain et al. [10] provides an engrossing survey of the advances made
in statistical pattern recognition till the end of the twentieth century. Although
the subject has attained a very mature level during the past four decades or so, it
remains green to the researchers because of continuous cross-fertilization of ideas
from disciplines such as computer science, physics, neurobiology, psychology,
engineering, statistics, mathematics, and cognitive science. Depending on the
practical need and demand, various modern methodologies have come into being,
which often supplement the classical techniques [11].

In recent years, the rapid advances made in computer technology have ensured
that large sections of the world population have been able to gain easy access to
computers on account of the falling costs worldwide, and their use is now common
place in all walks of life. Government agencies and scientific, business, and
commercial organizations routinely use computers, not only for computational
purposes but also for storage, in massive databases, of the immense volumes
of data that they routinely generate or require from other sources. Large-scale
computer networking has ensured that such data has become accessible to more
and more people. In other words, we are in the midst of an information explo-
sion, and there is an urgent need for methodologies that will help us to bring
some semblance of order into the phenomenal volumes of data that can readily
be accessed by us with a few clicks of the keys of our computer keyboard. Tradi-
tional statistical data summarization and database management techniques are
just not adequate for handling data on this scale and for intelligently extracting
information, or rather, knowledge that may be useful for exploring the domain
in question or the phenomena responsible for the data, and providing support to
decision-making processes. This quest has thrown up a new phrase, called data
mining [12–14].

The massive databases are generally characterized by the numeric as well as
textual, symbolic, pictorial, and aural data. They may contain redundancy, errors,
imprecision, and so on. Data mining is aimed at discovering natural structures
within such massive and often heterogeneous data. It is visualized as being capable of knowledge discovery using generalizations and magnifications of existing and new pattern recognition algorithms. Therefore, pattern recognition plays a significant role in the data mining process. Data mining deals with the process of identifying valid, novel, potentially useful, and ultimately understandable patterns in data. Hence, it can be viewed as applying pattern recognition and machine learning principles in the context of voluminous, possibly heterogeneous data sets [11].

One of the important problems in real-life data analysis is uncertainty management. Some of the sources of this uncertainty include incompleteness and vagueness in class definitions. In this background, the possibility concept introduced by the fuzzy sets theory [15] and rough sets theory [16] have gained popularity in modeling and propagating uncertainty. Both the fuzzy sets and rough sets provide a mathematical framework to capture uncertainties associated with the data [17]. They are complementary in some aspects. The generalized theories of rough-fuzzy sets and fuzzy-rough sets have been applied successfully to feature selection of real-valued data [18, 19], classification [20], image processing [21], data mining [22], information retrieval [23], fuzzy decision rule extraction, and rough-fuzzy clustering [24, 25].

The objective of this book is to provide some results of investigations, both theoretical and experimental, addressing the relevance of rough-fuzzy approaches to pattern recognition with real-life applications. Various methodologies are presented, integrating fuzzy logic and rough sets for clustering, classification, and feature selection. The emphasis of these methodologies is given on (i) handling data sets which are large, both in size and dimension, and involve classes that are overlapping, intractable and/or having nonlinear boundaries; (ii) demonstrating the significance of rough-fuzzy granular computing in soft computing paradigm for dealing with the knowledge discovery aspect; and (iii) demonstrating their success in certain tasks of bioinformatics and medical imaging as an example. Before describing the scope of the book, a brief review of pattern recognition, data mining, and application of pattern recognition algorithms in data mining problems is provided.

The structure of the rest of this chapter is as follows: Section 1.2 briefly presents a description of the basic concept, features, and techniques of pattern recognition. In Section 1.3, the data mining aspect is elaborated, discussing its components, tasks involved, approaches, and application areas. The pattern recognition perspective of data mining is introduced next and related research challenges are mentioned. The role of soft computing in pattern recognition and data mining is described in Section 1.4. Finally, Section 1.5 discusses the scope and organization of the book.

1.2 PATTERN RECOGNITION

A typical pattern recognition system consists of three phases, namely, data acquisition, feature selection or extraction, and classification or clustering. In the data
acquisition phase, depending on the environment within which the objects are to be classified or clustered, data are gathered using a set of sensors. These are then passed on to the feature selection or extraction phase, where the dimensionality of the data is reduced by retaining or measuring only some characteristic features or properties. In a broader perspective, this stage significantly influences the entire recognition process. Finally, in the classification or clustering phase, the selected or extracted features are passed on to the classification or clustering system that evaluates the incoming information and makes a final decision. This phase basically establishes a transformation between the features and the classes or clusters [1, 2, 8].

1.2.1 Data Acquisition

In data acquisition phase, data are gathered via a set of sensors depending on the environment within which the objects are to be classified. Pattern recognition techniques are applicable in a wide domain, where the data may be qualitative, quantitative, or both; they may be numerical, linguistic, pictorial, or any combination thereof. Generally, the data structures that are used in pattern recognition systems are of two types: object data vectors and relational data. Object data, sets of numerical vectors of \( m \) features, are represented as \( X = \{x_1, \ldots, x_i, \ldots, x_n\} \), a set of \( n \) feature vectors in the \( m \)-dimensional measurement space \( \mathbb{R}^m \). The \( i \)th object observed in the process has vector \( x_i \) as its numerical representation; \( x_{ij} \) is the \( j \)th (\( j = 1, \ldots, m \)) feature associated with the \( i \)th object. On the other hand, relational data are a set of \( n^2 \) numerical relationships, say \( r_{ij} \), between pairs of objects. In other words, \( r_{ij} \) represents the extent to which objects \( x_i \) and \( x_j \) are related in the sense of some binary relationship \( \rho \). If the objects that are pairwise related by \( \rho \) are called \( O = \{o_1, \ldots, o_i, \ldots, o_n\} \), then \( \rho : O \times O \rightarrow \mathbb{N} \).

1.2.2 Feature Selection

Feature selection or extraction is a process of selecting a map by which a sample in an \( m \)-dimensional measurement space is transformed into a point in a \( d \)-dimensional feature space, where \( d < m \) [1, 8]. Mathematically, it finds a mapping of the form \( y = f(x) \), by which a sample \( x = [x_1, \ldots, x_j, \ldots, x_m] \) in an \( m \)-dimensional measurement space \( \mathcal{M} \) is transformed into an object \( y = [y_1, \ldots, y_j, \ldots, y_d] \) in a \( d \)-dimensional feature space \( \mathcal{F} \).

The main objective of this task is to retain or generate the optimum salient characteristics necessary for the recognition process and to reduce the dimensionality of the measurement space so that effective and easily computable algorithms can be devised for efficient classification. The problem of feature selection or extraction has two aspects, namely, formulating a suitable criterion to evaluate the goodness of a feature set and searching the optimal set in terms of the criterion. In general, those features are considered to have optimal saliencies for which interclass (respectively, intraclass) distances are maximized (respectively, minimized). The criterion for a good feature is that it should be unchanging with
any other possible variation within a class, while emphasizing differences that are important in discriminating between patterns of different types.

The major mathematical measures so far devised for the estimation of feature quality are mostly statistical in nature, and can be broadly classified into two categories, namely, feature selection in the measurement space and feature selection in a transformed space. The techniques in the first category generally reduce the dimensionality of the measurement space by discarding redundant or least information-carrying features. On the other hand, those in the second category utilize all the information contained in the measurement space to obtain a new transformed space, thereby mapping a higher dimensional pattern to a lower dimensional one. This is referred to as feature extraction [1, 2, 8].

1.2.3 Classification and Clustering

The problem of classification and clustering is basically one of partitioning the feature space into regions, one region for each category of input. Hence, it attempts to assign every data object in the entire feature space to one of the possible classes or clusters. In real life, the complete description of the classes is not known. Instead, a finite and usually smaller number of samples are available, which often provide partial information for optimal design of feature selector or extractor or classification or clustering system. Under such circumstances, it is assumed that these samples are representative of the classes or clusters. Such a set of typical patterns is called a training set. On the basis of the information gathered from the samples in the training set, the pattern recognition systems are designed. That is, the values of the parameters of various pattern recognition methods are decided.

Design of a classification or clustering scheme can be made with labeled or unlabeled data. When the algorithm is given a set of objects with known classifications, that is, labels, and is asked to classify an unknown object based on the information acquired by it during training, the design scheme is called supervised learning; otherwise it is unsupervised learning. Supervised learning is used for classifying different objects, while clustering is performed through unsupervised learning. Through cluster analysis, a given data set is divided into a set of clusters in such a way that two objects from the same cluster are as similar as possible and the objects from different clusters are as dissimilar as possible. In effect, it tries to mimic the human ability to group similar objects into classes and categories. A number of clustering algorithms have been proposed to suit different requirements [2, 26, 27].

Pattern classification or clustering, by its nature, admits many approaches, sometimes complementary, sometimes competing, to provide the solution to a given problem. These include decision theoretic approach (both deterministic and probabilistic), syntactic approach, connectionist approach, fuzzy and rough set theoretic approaches and hybrid or soft computing approach. Let $\beta = \{\beta_1, \ldots, \beta_i, \ldots, \beta_c\}$ represent the $c$ possible classes or clusters in a $d$-dimensional feature space $\mathcal{F}$, and $y = [y_1, \ldots, y_j, \ldots, y_d]$ be an unknown
pattern vector whose class is to be identified. In deterministic classification or clustering approach, the object is assigned to only one unambiguous pattern class or cluster $\beta_i$ if the decision function $D_i$ associated with the class $\beta_i$ satisfies the following relation:

$$D_i(y) > D_j(y), \quad j = 1, \ldots, c, \text{ and } j \neq i. \quad (1.2)$$

In the decision theoretic approach, once a pattern is transformed through feature evaluation to a vector in the feature space, its characteristics are expressed only by a set of numerical values. Classification can be done by using deterministic or probabilistic techniques [1, 2, 8]. The nearest neighbor classifier [2] is an example of deterministic classification approach, where it is assumed that there exists only one unambiguous pattern class corresponding to each of the unknown pattern vectors. In most of the practical problems, the features are often noisy and the classes in the feature space are overlapping. In order to model such systems, the features are considered as random variables in the probabilistic approach. The most commonly used classifier in such probabilistic systems is the Bayes maximum likelihood classifier [2].

When a pattern is rich in structural information such as picture recognition, character recognition, scene analysis, that is, the structural information plays an important role in describing and recognizing the patterns, it is convenient to use the syntactic approach [3]. It deals with the representation of structures via sentences, grammars, and automata. In the syntactic method [3], the ability of selecting and classifying the simple pattern primitives and their relationships represented by the composition operations is the vital criterion for making a system effective. Since the techniques of composition of primitives into patterns are usually governed by the formal language theory, the approach is often referred to as a linguistic approach. An introduction to a variety of approaches based on this idea can be found in Fu [3]. Other approaches to pattern recognition are discussed in Section 1.4 under soft computing methods.

### 1.3 DATA MINING

Data mining involves fitting models to or determining patterns from observed data. The fitted models play the role of inferred knowledge. Typically, a data mining algorithm constitutes some combination of three components, namely model, preference criterion, and search algorithm [13].

The model represents its function (e.g., classification, clustering) and its representational form (e.g., linear discriminants, neural networks). A model contains parameters that are to be determined from the data. The preference criterion is a basis to decide the preference of one model or a set of parameters over another, depending on the given data. The criterion is usually some form of goodness of fit function of the model to the data, perhaps tempered by a smoothing term to avoid overfitting, or generating a model with too many degrees of freedom to