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Preface

The underlying principles of stereopsis have been known for a long time. Stereoscopes to see photographs in 3D appeared and became popular in the nineteenth century. The first demonstrations of 3D movies took place in the first half of the twentieth century, initially using anaglyph glasses, and then with polarization-based projection. Hollywood experienced a first short-lived golden era of 3D movies in the 1950s. In the last 10 years, 3D has regained significant interests and 3D movies are becoming ubiquitous. Numerous major productions are now released in 3D, culminating with Avatar, the highest grossing film of all time.

In parallel with the recent growth of 3D movies, 3DTV is attracting significant interest from manufacturers and service providers. This is obvious by the multiplication of new 3D product announcements and services. Beyond entertainment, 3D imaging technology is also seen as instrumental in other application areas such as video games, immersive video conferences, medicine, video surveillance, and engineering.

With this growing interest, 3D video is often considered as one of the major upcoming innovations in video technology, with the expectation of greatly enhanced user experience.

This book intends to provide an overview of key technologies for 3D video applications. More specifically, it covers the state of the art and explores new research directions, with the objective to tackle all aspects involved in 3D video systems and services. Topics addressed include content acquisition and creation, data representation and coding, transmission, data representation, compression, and transmission. Relevant standardization efforts are reviewed. Finally, applications and implementation issues are also described.

More specifically, the book is composed of six parts. Part One addresses different aspects of 3D content acquisition and creation. In Chapter 1, Lee presents depth cameras and related applications. The principle of active depth sensing is reviewed, along with depth image processing methods such as noise modelling, upsampling, and removing motion blur. In Chapter 2, Kirmani, Colaço, and Goyal introduce the space-from-time imaging framework, which achieves spatial resolution, in two and three dimensions, by measuring temporal variations of light intensity in response to temporally or spatiotemporally varying illumination. Chapter 3, by Vazquez, Zhang, Speranza, Plath, and Knorr, provides an overview of the process generating a stereoscopic video (S3D) from a monoscopic video source (2D), generally known as 2D-to-3D video conversion, with a focus on selected recent techniques. Finally, in Chapter 4, Zone\(^*\) provides an overview of numerous contemporary strategies for shooting narrow and variable interaxial baseline for stereoscopic cinematography. Artistic implications are also discussed.

A key issue in 3D video, Part Two addresses data representation, compression, and transmission. In Chapter 5, Kaaniche, Gaetano, Cagnazzo, and Pesquet-Popescu address the

\(^*\) It is with great sadness that we learned that Ray Zone passed away on November 13, 2012.
problem of disparity estimation. The geometrical relationship between the 3D scene and the generated stereo images is analyzed and the most important techniques for disparity estimation are reviewed. Cagnazzo, Pesquet-Popescu, and Dufaux give an overview of existing data representation and coding formats for 3D video content in Chapter 6. In turn, in Chapter 7, Mora, Valenzise, Jung, Pesquet-Popescu, Cagnazzo, and Dufaux consider the problem of depth map coding and present an overview of different coding tools. In Chapter 8, Vetro and Müller provide an overview of the current status of research and standardization activity towards defining a new set of depth-based formats that facilitate the generation of intermediate views with a compact binary representation. In Chapter 9, Cheung and Cheung consider interactive media streaming, where the server continuously and reactively sends appropriate subsets of media data in response to a client’s periodic requests. Different associated coding strategies and solutions are reviewed. Finally, Güler and Tekalp propose an adaptive P2P video streaming solution for streaming multiview video over P2P overlays in Chapter 10.

Next, Part Three of the book discusses view synthesis and rendering. In Chapter 11, Wang, Lang, Stefanoski, Sorkine-Hornung, Sorkine-Hornung, Smolic, and Gross present image-domain warping as an alternative to depth-image-based rendering techniques. This technique utilizes simpler, image-based deformations as a means for realizing various stereoscopic post-processing operators. Gilliam, Brookes, and Dragotti, in Chapter 12, examine the state of the art in plenoptic sampling theory. In particular, the chapter presents theoretical results for uniform sampling based on spectral analysis of the plenoptic function and algorithms for adaptive plenoptic sampling. Finally, in Chapter 13, Klose, Lipski, and Magnor present a complete end-to-end framework for stereoscopic free viewpoint video creation, allowing one to viewpoint-navigate through space and time of complex real-world, dynamic scenes.

As a very important component of a 3D video system, Part Four focuses on 3D display technologies. In Chapter 14, Konrad addresses digital signal processing methods for 3D data generation, both stereoscopic and multiview, and for compensation of the deficiencies of today’s 3D displays. Numerous experimental results are presented to demonstrate the usefulness of such methods. Borel and Doyen, in Chapter 15, present in detail the main 3D display technologies available for cinemas, for large-display TV sets, and for mobile terminals. A perspective of evolution for the near and long term is also proposed. In Chapter 16, Arai focuses on integral imaging, a 3D photography technique that is based on integral photography, in which information on 3D space is acquired and represented. This chapter describes the technology for displaying 3D space as a spatial image by integral imaging. Finally, in Chapter 17, Kovács and Balogh present light-field displays, an advanced technique for implementing glasses-free 3D displays.

In most targeted applications, humans are the end-users of 3D video systems. Part Five considers human perception of depth and perceptual quality assessment. More specifically, in Chapter 18, Watt and MacKenzie focus on how the human visual system interacts with stereoscopic 3D media, in view of optimizing effectiveness and viewing comfort. Three main issues are addressed: incorrect spatiotemporal stimuli introduced by field-sequential stereo presentation, inappropriate binocular viewing geometry, and the unnatural relationship between where the eyes fixate and focus in stereoscopic 3D viewing. In turn, in Chapter 19, Hanhart, De Simone, Rerabek, and Ebrahimi consider mechanisms of 3D vision in humans, and their underlying perceptual models, in conjunction with the types of distortions that today’s and tomorrow’s 3D video processing systems produce. This complex puzzle is examined with a focus on how to measure 3D visual quality, as an essential factor in the success of 3D technologies, products, and services.
In order to complete the book, Part Six describes target applications for 3D video, as well as implementation issues. In Chapter 20, Bazin, Saurer, Fraundorfer, and Pollefeys present a semi-automatic method to generate interactive virtual tours from omnidirectional video. It allows a user to virtually navigate through buildings and indoor scenes. Such a system can be applied in various contexts, such as virtual tourism, tele-immersion, tele-presence, and e-heritage. Daniyal and Cavallaro address the question of how to automatically identify which view is more useful when observing a dynamic scene with multiple cameras in Chapter 21. This problem concerns several applications ranging from video production to video surveillance. In particular, an overview of existing approaches for view selection and automated video production is presented. In Chapter 22, Bourge and Bellon present the hardware architecture of a typical mobile platform, and describe major stereoscopic 3D applications. Indeed, smartphones bring new opportunities to stereoscopic 3D, but also specific constraints. Chapter 23, by Le Feuvre and Mathieu, presents an integrated system for displaying interactive applications on multiview screens. Both a simple GPU-based prototype and a low-cost hardware design implemented on a field-programmable gate array are presented. Finally, in Chapter 24, Tseng and Chang propose an optimized disparity estimation algorithm for high-definition 3DTV applications with reduced computational and memory requirements.

By covering general and advanced topics, providing at the same time a broad and deep analysis, the book has the ambition to become a reference for those involved or interested in 3D video systems and services. Assuming fundamental knowledge in image/video processing, as well as a basic understanding in mathematics, this book should be of interest to a broad readership with different backgrounds and expectations, including professors, graduate and undergraduate students, researchers, engineers, practitioners, and managers making technological decisions about 3D video.

Frédéric Dufaux
Béatrice Pesquet-Popescu
Marco Cagnazzo
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