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Preface

Stochastic differential equations (SDEs) were first initiated and developed by K. Ito (1942). Today they have become a very powerful tool applied to Mathematics, Physics, Chemistry, Biology, Medical science, and almost all sciences. Let us explain why we need SDEs, and how the contents in this book have been arranged.

In nature, physics, society, engineering and so on we always meet two kinds of functions with respect to time: one is deterministic, and another is random. For example, in a financial market we deposit money $\pi_t$ in a bank. This can be seen as our having bought some units $\eta_t^0$ of a bond, where the bond's price $P_t^0$ satisfies the following ordinary differential equation

$$dP_t^0 = P_t^0 r_t dt, \quad P_0^0 = 1, \quad t \in [0, T],$$

where $r_t$ is the rate of the bond, and the money that we deposit in the bank is $\pi_t = \eta_t^0 P_t^0 = \eta_t^0 \exp[\int_0^t r_s ds]$. Obviously, usually, $P_t^0 = \exp[\int_0^t r_s ds]$ is non-random, since the rate $r_t$ is usually deterministic. However, if we want to buy some stocks from the market, each stock's price is random. For simplicity let us assume that in the financial market there is only one stock, and its price is $P_t^1$. Obviously, it will satisfy a differential equation as follows:

$$dP_t^1 = P_t^1 (b_t dt + d(\text{a stochastic perturbation})), \quad P_0^1 = P_0^1, \quad t \in [0, T],$$

where all of the above processes are 1-dimensional. Here the stochastic perturbation is very important, because it influences the price of the stock, which will cause us to earn or lose money if we buy the stock. One important problem arises naturally. How can we model this stochastic perturbation? Can we make calculations to get the solution of the stock's price $P_t^1$, as we do in the case of the bond's price $P_t^0$? The answer is positive, usually a
continuous stochastic perturbation will be modeled by a stochastic integral 
\[ \int_0^t \sigma_s dw_s, \] where \( w_t, t \geq 0 \) is the so-called Brownian Motion process (BM), or the Wiener process. The 1—dimensional BM \( w_t, t \geq 0 \) has the following nice properties: 1) (Independent increment property). It has an independent increment property, that is, for any \( 0 < t_1 < \cdots < t_n \) the system \( \{w_0, w_{t_1} - w_0, w_{t_2} - w_{t_1}, \cdots, w_{t_n} - w_{t_{n-1}} \} \) is an independent system. Or say, the increments, which happen in disjoint time intervals, occurred independently. 2) (Normal distribution property). Each increment is Normally distributed. That is, for any \( 0 < s < t \) the increment \( W_t - W_s \) on this time interval is a normal random variable with mean \( m \), and variance \( \sigma^2(t - s) \). We write this as \( W_t - W_s \sim N(m, \sigma^2(t - s)) \). 3) (Stationary distribution property). The probability distribution of each increment only depends on the length of the time interval, and it does not depend on the starting point of the time interval. That is, the \( m \) and \( \sigma^2 \) appearing in property 3) are constants. 4) (Continuous trajectory property). Its trajectory is continuous. That is BM \( w_t, t \geq 0 \) is continuous in \( t \).

Since the simplest or say, the most basic continuous stochastic perturbation, intuitively will have the above four properties, the modeling of the general continuous stochastic perturbation by a stochastic integral with respect to this basic BM \( W_t, t \geq 0 \) is quite natural. However, the 1—dimensional BM also has some strange property: Even though it is continuous in \( t \), it is nowhere differentiable in \( t \). So we cannot define the stochastic integral \( \int_0^t \sigma_s(\omega)dw_\omega(\omega) \) for each given \( \omega \). That is why K. Ito (1942) invented a completely new way to define this stochastic integral.

Our first task in this book is to introduce the Ito stochastic integral and discuss its properties for later applications.

After we have understood the stochastic integral \( \int_0^t \sigma_s(\omega)dw_\omega(\omega) \) we can study the following general stochastic differential equation (SDE):

\[ x_t = x_0 + \int_0^t \beta(s,x_s)ds + \int_0^t \sigma(s,x_s)dw_s, \quad t \geq 0, \]

or equivalently, we write

\[ dx_t = \beta(t,x_t)dt + \sigma(t,x_t)dw_t, \quad x_0 = x_0, \quad t \geq 0. \quad (1) \]

Returning to the stock’s price equation, we naturally consider it as the following SDE:

\[ dP_t^1 = P_t^1(b_t dt + \sigma_t dw_t), \quad P_0^1 = P_0^1, \quad t \in [0,T]. \quad (2) \]

Comparing this to the solution of \( P_0^0 \), one naturally asks could the solution of this SDE be \( P_t^1 = P_0^1 \exp[\int_0^t b_s ds + \int_0^t \sigma_s dw_s] \)? To check this guess, obviously if we can have a differential rule to perform differentiation on \( P_t^1 \exp x_t \), where \( x_t = \int_0^t b_s ds + \int_0^t \sigma_s dw_s \), then we can make the check. Or more generally, if we have an \( f(x) \in C^2(\mathbb{R}) \) and \( dx_t = b_t dt + \sigma_t dw_t \), can we have \( df'(x_t) = f'(x_t)dx_t = f'(x_t)(b_t dt + \sigma_t dw_t) \)?
If as in the deterministic case, this differential rule holds true, then we immediately see that \( P^1_t = P^1_0 \exp[\int_0^t b_s ds + \int_0^t \sigma_s dw_s] \) satisfies (2). Unfortunately, such a differential rule is not true. K. Ito (1942) has found that it should obey another differential rule - the so-called Ito's formula:

\[
\frac{df'(x_t)}{dt} = f'(x_t) dx_t + \frac{1}{2} f''(x_t) |\sigma_t|^2 dt.
\]

By this rule one easily checks that

\[
P_t = P^1_0 \exp[\int_0^t b_s ds + \int_0^t \sigma_s dw_s]
\]

is a solution of (2), and \( \tilde{P}^1_t = P^1_0 \exp[\int_0^t b_s ds + \int_0^t \sigma_s dw_s] \) actually satisfies another SDE:

\[
d\tilde{P}^1_t = \tilde{P}^1_t \left[ \int_0^t b_s ds + \int_0^t \sigma_s dw_s + \frac{1}{2} \int_0^t |\sigma_s|^2 ds \right],
\]

and \( \tilde{P}^1_t = P^1_t, \forall t \in [0, T] \).

Our second task in this book is to establish the Ito formula and discuss its applications: solving SDE and solving other problems.

However, even if we have a powerful Ito formula (or say, Ito's differential rule) in our hand, we still need to discuss how to solve the general SDE, because usually, the form of the solution of SDE is not easy to guess. Moreover, for solutions of SDE, we actually meet a more complicated and hence also a more interesting case. Consider some physical quantity \( x_t \) determined by dynamics. If this dynamics is deterministic, that is, it is not disturbed by any random noises, say such that

\[
dx_t = b(t, x_t) dt, x_0 = x_0, t \geq 0;
\]

then solving this ODE we immediately get this quantity \( x_t \). However, if the dynamics are disturbed by some continuous random noise, say such that

\[
dx_t = b(t, x_t) dt + \sigma(t, x_t) dW_t, x_0 = x_0, t \geq 0;
\]

then for the amount \( x_t \), or say, the solution of this SDE, two situations can arise. The first one is, if we think that the random noise - BM \( W_s, s \leq t \), is an input, then after disturbing the dynamics we get an output \( x_t \). This means that the solution \( x_t \) is a functional of the given noise - BM \( W_s, s \leq t \) for each \( t \). We will call such a solution a strong solution. Another situation is that for a given noise we cannot immediately find the solution. However, we can find a random process \( \tilde{x}_t, t \geq 0 \), and maybe another random noise that is also a BM \( \tilde{W}_t, t \geq 0 \), such that \( (\tilde{x}_t, \tilde{W}_t), t \geq 0 \) satisfy the SDE

\[
d\tilde{x}_t = \tilde{b}(t, \tilde{x}_t) dt + \tilde{\sigma}(t, \tilde{x}_t) d\tilde{W}_t, \tilde{x}_0 = x_0, t \geq 0.
\]

In this case we will call \( (\tilde{x}_t, \tilde{W}_t), t \geq 0 \) or simply, \( \tilde{x}_t, t \geq 0 \), a weak solution of the original SDE. Obviously, from the engineering point of view the strong solutions is more realistic and useful. However, since, if the strong solution \( x_t, t \geq 0 \) exists, then all finite dimensional probability distributions of \( (x_t, W_t)_{t \geq 0} \) are the same as that of \( (\tilde{x}_t, \tilde{W}_t)_{t \geq 0} \). So, if we do not know the existence of a strong solution, but we do know the existence of a weak solution \( (\tilde{x}_t, \tilde{W}_t), t \geq 0 \), then from the probability point of view the weak solution can still help us in some sense. Therefore, for solutions of SDEs there are two kinds that need to be considered: strong solutions and weak solutions.

Our third task in this book is to introduce the concepts of solutions and to discuss their existence and uniqueness and the related important theory. (For example, Girsanov's theorem and the martingale representation theorem, the first of which can help us find weak solutions, while the second
one is necessary for finding the solutions of backward SDE and the filtering problem considered later).

Since, actually, in the realistic world we will always meet some jump type stochastic perturbation, in this book we also consider stochastic integrals with respect to a Poisson counting measure (which is generated by a Poisson point process), the Ito formula and SDE for this case. (To find the reason why we consider the Poisson point process and its related integral as a jump type stochastic perturbation see the subsection "The General Model and its Explanation" in Chapter 8 - "Option Pricing in a Financial Market and BSDE").

The first three Chapters are intended to solve the above three tasks. They are the basic foundation of the SDE theory and its applications.

However, interesting and important things for SDE do not only come from the above mentioned three chapters, where they exhibit the following facts: the definition of Ito's stochastic integrals and Ito's differential rule are completely different from the deterministic case, etc. The interesting and important things also come from the following facts:

1) For an ordinary differential equation (ODE) \(dx_t = \tilde{b}(t,x_t)dt, x_0 = x_0, t \geq 0\) if \(\tilde{b}(t,x)\) is only bounded and jointly continuous, then even though the solution exists, is not necessary unique. However, for the SDE (1) in one-dimensional case if \(\tilde{b}(t,x)\) and \(\tilde{\sigma}(t,x)\) are only bounded and jointly Borel-measurable, and \(|\tilde{\sigma}(t,x)|^{-1}\) is also bounded and \(\tilde{\sigma}(t,x)\) is Lipschitz continuous in \(x\), then (1) will have a unique strong solution. (Here "strong" means that \(x_t\) is \(\mathcal{F}_t\)-measurable). This means that adding a non-degenerate stochastic perturbation term into the differential equation, can even improve the nice property of the solution.

2) The stochastic perturbation term has an important practical meaning in some cases and it cannot be discarded. For example, in the investment problem and the option pricing problem from a Financial Market, the investment portfolio actually appears as the coefficient of the stochastic integral in an SDE, where the stochastic integral acts like a stochastic perturbation term.

3) The solutions of SDEs and backward SDEs can help us to explain the solutions of some deterministic partial differential equations (PDEs) with integral terms (the Feynman-Kac formula) and even to guess and find the solution of a PDE, for example, the solution of the PDE for the price of an option can be solved by a solution of a BSDE - the Black-Scholes formula.

4) More and more.

So we have many reasons to study the SDE theory and its applications more deeply and carefully. That is why we have a Chapter that discusses useful tools for SDE, and a Chapter for the solutions of an SDE with non-Lipschitzian coefficients. These are Chapter 4 and 5.

The above concerns the first part of our book, which represents the theory and general background of the SDE.
The second part of our book is about the Applications.

We first provide a short Chapter to help the reader to take a quick look at how to use Stochastic Analysis (the theory in the first part), to solve an SDE.

Then we discuss the estimation problem for a signal process: the so-called filtering problem, where the general linear and non-linear filtering problem for continuous SDE systems and SDE systems with jumps, the Kalman-Bucy filtering equation for continuous systems, and the Zakai equation for non-linear filtering, etc. are also considered.

Since, now, research on mathematical finance, and in particular on the option pricing problem for the financial market has become very popular, we also provide a Chapter that discusses the option pricing problem and backward SDE, where the famous Black-Scholes formulas for a market with or without jumps are derived using a probability and a PDE approach, respectively; and the arbitrage-free market is also discussed. The interesting thing here is that we deal with the mathematical financial problem by using the backward stochastic differential equation (BSDE) technique, which now becomes very powerful when treating many problems in the financial market, in mathematics and in other sciences.

Since deterministic population control has proved to be important and efficient, and the stochastic population control is more realistic, we also provide a Chapter that develops the stochastic population control problem by using the reflecting SDE approach, where the existence, the comparison and the calculation of the population solution and the optimal stochastic population control are established.

Besides, the stochastic Lagrange method for the stochastic optimal control, the non-linear pathwise stochastic optimal control, and the Maximum Principle (that is, the necessary conditions for a stochastic optimal control) are also formulated and developed in specific Chapters, respectively.

For the convenience of the readers three Appendixes are also provided: giving a short review on basic probability theory, space $D$ and Skorohod's metric, and monotone class theorems and the convergence of random processes.

We suggest that the reader studies the book as follows:

For readers who are mainly interested in Applications, the following approach may be considered: Appendix A → Chapter 1 → Chapter 2 → Chapter 3 → Chapter 6 → Any Chapter in The second part "Applications" except Chapter 10, and at any time return to read the related sections in Chapters 4 and 5, or Appendixes B and C, when necessary. However, to read Chapter 10, knowledge of Chapters 4 and 5 and Appendixes B and C are necessary.
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Abbreviations and Some Explanations

All important statements and results, like, Definitions, Lemmas, Propositions, Theorems, Corollaries, Remarks and Examples are numbered in sequential order throughout the whole book. So, it is easy to find where they are located. For example, Lemma 22 follows Definition 21, and Theorem 394 is just after Remark 393, etc. However, the numbers of equations are arranged independently in each Chapter and each Appendix. For example, (3.25) means equation 25 in Chapter 3, and (C.4) means the equation 4 in Appendix C.

The following abbreviations are frequently used in this book.

- **a.e.** almost everywhere.
- **a.s.** almost sure.
- **BM** Brownian Motion.
- **BSDE** backward stochastic differential equation.
- **FSDE** forward stochastic differential equation.
- **H-J-B** equation Hamilton-Jacobi-Bellman equation.
- **IDE** integral-differential equation.
- **ODE** ordinary differential equation.
- **PDE** partial differential equation.
- **RCLL** right continuous with left limit.
- **SDE** stochastic differential equation.
- **$P-a.s$** almost sure in probability $P$.
- **$a^+$** $\max\{a, 0\}$.
- **$a^-$** $\max\{-a, 0\}$.
- **$a \lor b$** $\max\{a, b\}$.
- **$a \land b$** $\min\{a, b\}$. 
\(\mu << \nu\) measure \(\mu\) is absolutely continuous with respect to \(\nu\); that is, for any measurable set \(A\), \(\nu(A) = 0\) implies that \(\mu(A) = 0\).

\(\xi_n \to \xi\), a.s. \(\xi_n\) converges to \(\xi\), almost surely; that is, \(\xi_n(\omega) \to \xi(\omega)\) for all \(\omega\) except at the points \(\omega \in A\), where \(P(A) = 0\).

\(\xi_n \to \xi\), in \(P\) \(\xi_n\) converges to \(\xi\) in probability; that is, \(\forall \varepsilon > 0\),

\[
\lim_{n \to \infty} P(\omega : |\xi_n(\omega) - \xi(\omega)| > \varepsilon) = 0.
\]

\# \{\cdot\} the numbers of \(\cdot\) counted in the set \{\cdot\}.

\(\sigma(x, s \leq t)\) the smallest \(\sigma\)-field, which makes all \(x_s, s \leq t\) measurable.

\(E[\xi|\eta]\) \(E[\xi|\sigma(\eta)]\). It means the conditional expectation of \(\xi\) given \(\sigma(\eta)\).

The following notations can be found on the corresponding pages. For example, \(\mathfrak{F}, 4,387\) means that notation \(\mathfrak{F}\) can be found in page 4 and page 387.

\(\Omega, 4,387\)
\(\mathfrak{F}, 4,387\)
\(\mathfrak{F}_t, 4\)
\(\mathcal{F}_p, 34\)
\(\mathcal{F}^1_p, 34\)
\(\mathcal{F}^2_p, 34\)
\(\mathcal{F}^{2,\text{loc}}_p, 34\)
\(\mathcal{E}^2_p (R^{d\otimes d_2}), 212\)
\(\mathcal{L}_0^2, 43\)
\(\mathcal{L}^2, 43\)
\(\mathcal{L}^2, 43\)
\(\mathcal{L}^2_{\text{loc}}, 48\)
\(\mathcal{L}^2_{M}, 50\)
\(\mathcal{L}^4_{\text{loc}}, 51\)
\(L^2_\Omega (R^{d\otimes d_1}), 212\)
\(L^2_\mathcal{F} (R^{d\otimes d}), 212\)
\(L^1(\Omega, \mathfrak{F}, P). 12\)
\(\mathcal{M}^2, 35\)
\(\mathcal{M}^{2,\text{c}}, 37\)
\(\mathcal{M}^{2,\text{loc}}, 35\)
\(\mathcal{M}^2,\text{rdlt}, 37\)
\(\mathcal{M}^2_{\text{T}}, 35\)
\(\mathcal{M}^{2,\text{c}}_{\text{T}}, 37\)
\(\mathcal{M}^2_{\text{T}}\text{loc}, 35\)
\(\mathcal{M}^2_{\text{T}},\text{rdlt}, 37\)
\(\mathcal{O}, 7\)
\(\mathcal{P}, 7\)
\(P, 4,387\)
\(S^2_\mathfrak{F} (R^d), 212\)
Part I

Stochastic Differential Equations with Jumps in $\mathbb{R}^d$
1

Martingale Theory and the Stochastic Integral for Point Processes

A stochastic integral is a kind of integral quite different from the usual deterministic integral. However, its theory has broad and important applications in Science, Mathematics itself, Economic, Finance, and elsewhere. A stochastic integral can be completely characterized by martingale theory. In this chapter we will discuss the elementary martingale theory, which forms the foundation of stochastic analysis and stochastic integral. As a first step we also introduce the stochastic integral with respect to a Point process.

1.1 Concept of a Martingale.

In some sense the martingale conception can be explained by a fair game. Let us interprete it as follows:

In a game suppose that a person at the present time $s$ has wealth $x_s$ for the game, and at the future time $t$ he will have the wealth $x_t$. The expected money for this person at the future time $t$ is naturally expressed as $E[x_t|\mathcal{F}_s]$, where $E[\cdot]$ means the expectation value of ·, $\mathcal{F}_s$ means the information up to time $s$, which is known by the gambler, and $E[\cdot|\mathcal{F}_s]$ is the conditional expectation value of · under given $\mathcal{F}_s$. Obviously, if the game is fair, then it should be

$$E[x_t|\mathcal{F}_s] = x_s, \forall t \geq s.$$

This is exactly the definition of a martingale for a random process $x_t, t \geq 0$. Let us make it more explicit for later development.
Let \((\Omega, \mathcal{F}, P)\) be a probability space, \(\{\mathcal{F}_t\}_{t \geq 0}\) be an information family (in Mathematics, we call it a \(\sigma\)-algebra family or a \(\sigma\)-field family, see Appendix A), which satisfies the so-called “Usual Conditions”:

1. \(\mathcal{F}_s \subset \mathcal{F}_t\), as \(0 \leq s \leq t\);  
2. \(\mathcal{F}_{t^+} := \bigcap_{h > 0} \mathcal{F}_{t+h}\).

Here condition (i) means that the information increases with time, and condition (ii) that the information is right continuous, or say, \(\mathcal{F}_{t+h} \downarrow \mathcal{F}_t\), as \(h \downarrow 0\). In this case we call \(\{\mathcal{F}_t\}_{t \geq 0}\) a \(\sigma\)-field filtration.

**Definition 1** A real random process \(\{x_t\}_{t \geq 0}\) is called a martingale (supermartingale, submartingale) with respect to \(\{\mathcal{F}_t\}_{t \geq 0}\), or \(\{x_t, \mathcal{F}_t\}_{t \geq 0}\) is a martingale (supermartingale, submartingale), if

1. \(x_t\) is integrable for each \(t \geq 0\); that is, \(E|x_t| < \infty, \forall t \geq 0\);
2. \(x_t\) is \(\mathcal{F}_t\)-adapted; that is, for each \(t \geq 0\), \(x_t\) is \(\mathcal{F}_t\)-measurable;  
3. \(E(x_t|\mathcal{F}_s) = x_s\), (respectively, \(\leq, \geq\)), a.s. \(\forall 0 \leq s \leq t\).

For the random process \(\{x_t\}_{t \in [0, T]}\) and the random process \(\{x_n\}_{n=1}^{\infty}\) with discrete time similar definitions can be given.

**Example 2** If \(\{x_t\}_{t \geq 0}\) is a random process with independent increments; that is, \(\forall 0 < t_1 < t_2 < \cdots < t_n\), the family of random variables

\[\{x_0, x_1 - x_0, x_2 - x_1, \ldots, x_n - x_{n-1}\}\]

is independent, and the increment \(x_t - x_s, \forall t > s\), is integrable and with non-negative expectation, moreover, \(x_0\) is also integrable, then \(\{x_t\}_{t \geq 0}\) is a submartingale with respect to \(\{\mathcal{F}_t^x\}_{t \geq 0}\), where \(\mathcal{F}_t^x = \sigma(x_s, s \leq t)\), which is a \(\sigma\)-field generated by \(\{x_s, s \leq t\}\) (that is, the smallest \(\sigma\)-field which makes all \(x_s, s \leq t\) measurable) and makes a completion.

In fact, by independent and non-negative increments,

\[0 \leq E(x_t - x_s) = E[(x_t - x_s)|\mathcal{F}_s], \forall t \geq s.\]

Hence the conclusion is reached.

**Example 3** If \(\{x_t\}_{t \geq 0}\) is a submartingale, let \(y_t := x_t \vee 0 = \max(x_t, 0)\), then \(\{y_t\}_{t \geq 0}\) is still a submartingale.

In fact, since \(f(x) = x \vee 0\) is a convex function, hence by Jensen’s inequality for the conditional expectation

\[E[x_t \vee 0|\mathcal{F}_s] \geq E[x_t|\mathcal{F}_s] \vee E[0|\mathcal{F}_s] \geq x_s \vee 0, \forall t \geq s.\]

So the conclusion is true.

**Example 4** If \(\{x_t\}_{t \geq 0}\) is a martingale, then \(\{|x_t|\}_{t \geq 0}\) is a submartingale.

In fact, by Jensen’s inequality

\[E[|x_t| |\mathcal{F}_s] \geq |E[x_t|\mathcal{F}_s]| = |x_s|, \forall t \geq s.\]

Thus the conclusion is deduced.

Martingales, submartingales and supermartingales have many important and useful properties, which make them become powerful tools in dealing with many theoretical and practical problems in Science, Finance and elsewhere. Among them the martingale inequalities, the limit theorems, and the
1.2 Stopping Times. Predictable Process

**Definition 5** A random variable \( \tau(\omega) \in [0, \infty] \) is called a \( \mathcal{F}_t \)-stopping time, or simply, a stopping time, if for any \( (\infty > t \geq 0) \), \( \{ \tau(\omega) \leq t \} \in \mathcal{F}_t \).

The intuitive interpretation of a stopping time is as follows: If a gambler has a right to stop his gamble at any time \( \tau(\omega) \), he would of course like to choose the best time to stop. Suppose he stops his game before time \( t \), i.e. he likes to make \( \tau(\omega) < t \), then the maximum information he can get about his decision is only the information up to \( t \), i.e. \( \{ \tau(\omega) \leq t \} \in \mathcal{F}_t \). The trivial example for a stopping time is \( \tau(\omega) = t \), \( \forall \omega \in \Omega \). That is to say, any constant time \( t \) actually is a stopping time.

For a discrete random variable \( \tau(\omega) \in \{0, 1, 2, \cdots, \infty\} \) the definition can be reduced to that \( \tau(\omega) \) is a stopping time, if for any \( n \in \{0, 1, 2, \cdots\} \), \( \{\tau(\omega) = n\} \in \mathcal{F}_n \), since \( \{\tau(\omega) = n\} = \{\tau(\omega) \leq n\} - \{\tau(\omega) \leq n - 1\} \), and \( \{\tau(\omega) \leq n\} = \bigcup_{k=1}^n \{\tau(\omega) = k\} \). The following examples of stopping time are useful later.

**Example 6** Let \( B \) be a Borel set in \( \mathbb{R}^1 \) and \( \{x_n\}_{n=1}^{\infty} \) be a sequence of real \( \mathcal{F}_t \)-adapted random variables. Define the first hitting time \( \tau_B(\omega) \) to the set \( B \) (i.e. the first time that \( \{x_n\}_{n=1}^{\infty} \) hits \( B \)) by
\[
\tau_B(\omega) = \inf \{n : x_n(\omega) \in B\}.
\]
Then \( \tau_B(\omega) \) is a discrete stopping time.

In fact,
\[
\{\tau_B(\omega) = n\} = \bigcap_{k=1}^{n-1} \{x_k \in B^c\} \cap \{x_n \in B\} \in \mathcal{F}_n.
\]

For a general random process with continuous time parameter \( t \) we have the following similar example.

**Example 7** Let \( x_t \) be a \( d \)-dimensional right continuous \( \mathcal{F}_t \)-adapted process and let \( A \) be an open set in \( \mathbb{R}^d \). Denote the first hitting time \( \sigma_A(\omega) \) to \( A \) by
\[
\sigma_A(\omega) = \inf \{t > 0 : x_t(\omega) \in A\}.
\]
Then \( \sigma_A(\omega) \) is a stopping time.

In fact, by the open set property and the right continuity of \( x_t \) one has that
\[
\{\sigma_A(\omega) \leq t\} = \bigcap_{n=1}^{\infty} \{\sigma_A(\omega) < t + \frac{1}{n}\}
= \bigcap_{n=1}^{\infty} \bigcup_{r \in Q, r < t+1/n} \{x_r(\omega) \in A\} \in \mathcal{F}_{t+0} = \mathcal{F}_t,
\]
where \( Q \) is the set of all rational numbers.

The following properties of general stopping times will be useful later.

**Lemma 8** \( \tau(\omega) \) is a stopping time, if and only if \( \{ \tau(\omega) < t \} \in \mathcal{F}_t, \forall t. \)

**Proof.** \( \Rightarrow \): \( \{ \tau(\omega) < t \} = \bigcup_{n=1}^{\infty} \{ \tau(\omega) \leq t - \frac{1}{n} \} \in \mathcal{F}_t. \)

\( \Leftarrow \): \( \{ \tau(\omega) \leq t \} = \bigcap_{n=1}^{\infty} \{ \tau(\omega) < t + \frac{1}{n} \} \in \mathcal{F}_{t+0} = \mathcal{F}_t. \)

**Lemma 9** Let \( \sigma, \tau, \sigma_n, n = 1, 2, \cdots \) be stopping times. Then

(i) \( \sigma \wedge \tau, \sigma \vee \tau, \)

(ii) \( \sigma = \lim_{n \to \infty} \sigma_n, \) when \( \sigma_n \uparrow \) or \( \sigma_n \downarrow, \)

are all stopping times.

**Proof.** (i): \( \{ \sigma \wedge \tau \leq t \} = \{ \sigma \leq t \} \cup \{ \tau \leq t \} \in \mathcal{F}_t, \)

\( \{ \sigma \vee \tau \leq t \} = \{ \sigma \leq t \} \cap \{ \tau \leq t \} \in \mathcal{F}_t. \)

(ii): If \( \sigma_n \uparrow \sigma, \) then

\( \{ \sigma \leq t \} = \bigcap_{n=1}^{\infty} \{ \sigma_n \leq t \} \in \mathcal{F}_t. \)

If \( \sigma_n \downarrow \sigma, \) then

\( \{ \sigma < t \} = \bigcup_{n=1}^{\infty} \{ \sigma_n < t \} \in \mathcal{F}_t. \)

By Lemma 8 \( \sigma \) is a stopping time. \( \blacksquare \)

Now let us introduce a \( \sigma^- \) field which describes the information obtained up to stopping time \( \tau. \) Set

\( \mathcal{F}_\tau = \{ A \in \mathcal{F}_\infty : \forall t \in [0, \infty), A \cap \{ \tau(\omega) \leq t \} \in \mathcal{F}_t \}, \)

where we naturally define that \( \mathcal{F}_\infty = \bigvee_{t \geq 0} \mathcal{F}_t, \) i.e. the smallest \( \sigma^- \)field including all \( \mathcal{F}_t, t \in [0, \infty). \) Obviously, \( \mathcal{F}_\tau \) is a \( \sigma^- \) algebra, and if \( \tau(\omega) \equiv t, \) then \( \mathcal{F}_\tau = \mathcal{F}_t. \)

**Proposition 10** Let \( \sigma, \tau, \sigma_n, n = 1, 2, \cdots \) be stopping times.

(1) If \( \sigma(\omega) \leq \tau(\omega), \forall \omega, \) then \( \mathcal{F}_\sigma \subseteq \mathcal{F}_\tau. \)

(2) If \( \sigma_n(\omega) \downarrow \sigma(\omega), \forall \omega, \) then \( \bigcap_{n=1}^{\infty} \mathcal{F}_{\sigma_n} = \mathcal{F}_{\sigma}. \)

(3) \( \sigma \in \mathcal{F}_{\sigma}. \) (We use \( f \in \mathcal{F}_{\sigma} \) to mean that \( f \) is \( \mathcal{F}_{\sigma} \)-measurable).

**Proof.** (1): \( A \cap \{ \tau \leq t \} = (A \cap \{ \sigma \leq t \}) \cap \{ \tau \leq t \} \in \mathcal{F}_t. \)

(2): By (1) \( \mathcal{F}_\sigma \subseteq \bigcap_{n=1}^{\infty} \mathcal{F}_{\sigma_n}. \) Conversely, if \( A \in \bigcap_{n=1}^{\infty} \mathcal{F}_{\sigma_n}, \) then

\( A \cap \{ \sigma_n < t \} = \bigcup_{k=1}^{\infty} (A \cap \{ \sigma_n \leq t - \frac{1}{k} \}) \in \mathcal{F}_t, \forall t \geq 0, \forall n. \)

Hence \( A \cap \{ \sigma < t \} = \bigcup_{k=1}^{\infty} (A \cap \{ \sigma_n < t \}) \in \mathcal{F}_t, \)

\( A \cap \{ \sigma \leq t \} = \bigcap_{k=1}^{\infty} (A \cap \{ \sigma < t + \frac{1}{k} \}) \in \mathcal{F}_{t+0} = \mathcal{F}_t, \) i.e. \( A \in \mathcal{F}_\sigma. \)

(3): For any constant \( 0 \leq c < 1 \) one has that \( \{ \sigma \leq c \} \cap \{ \sigma \leq t \} \in \mathcal{F}_{t \wedge c} \subset \mathcal{F}_t, \) so \( \{ \sigma \leq c \} \in \mathcal{F}_{\sigma}. \)

It is natural to ask that if \( \{ x_t \}_{t \geq 0} \) is \( \mathcal{F}_t \)-adapted, and \( \sigma \) is a stopping time, is it true that \( x_\sigma \in \mathcal{F}_{\sigma}? \) Generally speaking, it is not true. However, if \( \{ x_t \}_{t \geq 0} \) is a progressive measurable process, then it is correct. Let us introduce such a related concept.

**Definition 11** An \( R^d \)-valued process \( \{ x_t \}_{t \geq 0} \) is called measurable (respectively, progressive measurable), if the mapping

\( (t, \omega) \in [0, \infty) \times \Omega \to x_t(\omega) \in R^d \)
(respectively, for each \( t \geq 0 \), \((s, \omega) \in [0, t] \times \Omega \rightarrow x_t(\omega) \in R^d\)) is \( \mathcal{B}([0, \infty)) \times \mathcal{F}(R^d) - \)measurable
(respectively, \( \mathcal{B}([0, t]) \times \mathcal{F}_t / \mathcal{B}(R^d) - \)measurable);
that is, \( \{(t, \omega) : x_t(\omega) \in B \in \mathcal{B}([0, \infty)) \times \mathcal{F}, \forall B \in \mathcal{B}(R^d)\) (respectively, \( \{(s, \omega) : s \in [0, t], x_s(\omega) \in B \} \in \mathcal{B}([0, t]) \times \mathcal{F}_t, \forall B \in \mathcal{B}(R^d)\).

Let us introduce two useful \( \sigma \)-algebras as follows: Denote by \( \mathcal{P} \) (respectively, \( \mathcal{O} \)) as the smallest \( \sigma \)-algebra on \([0, \infty) \times \Omega \) such that all left-continuous (respectively, right-continuous) \( \mathcal{F}_t \)-adapted processes
\[ y_t(\omega) : [0, \infty) \times \Omega \rightarrow x_t(\omega) \in R^d \]
are measurable. \( \mathcal{P} \) (respectively, \( \mathcal{O} \)) is called the predictable (respectively, optional) \( \sigma \)-algebra. Thus, the following definition is natural.

**Definition 12** A process \( \{x_t \}_{t \geq 0} \) is called predictable (optional), if the mapping
\[ (t, \omega) \in [0, \infty) \times \Omega \rightarrow x_t(\omega) \in R^d \]
is \( \mathcal{P} / \mathcal{B}(R^d) - \)measurable (respectively \( \mathcal{O} / \mathcal{B}(R^d) - \)measurable).

Let us use the notation \( f \in \mathcal{P} \) to mean that \( f \) is \( \mathcal{P} \)-measurable; etc. It is easily seen that the following relations hold:
\[ f \in \mathcal{P} \Rightarrow f \in \mathcal{O} \Rightarrow f \text{ is progressive measurable} \Rightarrow f \text{ is measurable and } \mathcal{F}_t \text{-adapted.} \]

We only need to show the first two implications. The last one is obvious.

Assume that \( \{x_t \}_{t \geq 0} \) is left-continuous, let \( x_k^n = x_{\frac{k}{2^n}}, k = 0, 1, \ldots; n = 1, 2, \ldots \). Then obviously, \( x_k^n \) is right-continuous, and by the left-continuity of \( x_t \), \( x_k^n(\omega) \rightarrow x_t(\omega), \text{as } n \rightarrow \infty, \forall t, \forall \omega \). So \( \{x_t \}_{t \geq 0} \in \mathcal{O} \).

From this one sees that \( \mathcal{P} \subset \mathcal{O} \). Let us show that \( \{x_t \}_{t \geq 0} \in \mathcal{O} \) implies that \( \{x_t \}_{t \geq 0} \) is progressive measurable. For this for each given \( t \geq 0 \) we show that \( \{x_s \}_{s \geq t} \) restricted on \((s, \omega) \in [0, t] \times \Omega \) is \( \mathcal{B}([0, t]) \times \mathcal{F}_t - \)measurable.

In fact, without loss of generality we may assume that \( \{x_t \}_{t \geq 0} \) is right-continuous. Now for each given \( t \geq 0 \), let \( x_k^n = x_{\frac{k}{2^n}}, k = 0, 1, \ldots, 2^n - 1; n = 1, 2, \ldots \). Then obviously, \( \{x_k^n \}_s \in \mathcal{B}([0, t]) \times \mathcal{F}_t - \)measurable, so is \( \{x_s \}_s \in [0, t], \text{ since by the right continuity of } x_t \) we have that as \( n \rightarrow \infty, x_k^n(\omega) \rightarrow x_s(\omega), \forall s \in [0, t], \forall \omega \).

Let us show the following

**Theorem 13** If \( \{x_t \}_{t \geq 0} \) is a \( R^d \)-valued progressive measurable process, then for each stopping time \( \sigma \), \( Z_{\sigma I_{\sigma < \infty}} \) is \( \mathcal{F}_\sigma - \)measurable.

We will use the composition of measurable maps to show this theorem. For this we need the following lemma.

**Lemma 14** If \( f_i \) is a measurable mapping from \((\Omega, \mathcal{F})\) to \((\Omega'_i, \mathcal{F}'_i), i = 1, 2, \ldots \); then
\[ f(\omega) = (f_1(\omega), f_2(\omega), \ldots) \]
is a measurable mapping from \((\Omega, \mathcal{F})\) to \((\Omega'_1 \times \Omega'_2 \times \cdots, \mathcal{F}'_1 \times \mathcal{F}'_2 \times \cdots)\).
In fact, for any $B_i \in \mathcal{F}'_i, i = 1, 2, \ldots, f^{-1}(B_1 \times B_2 \times \cdots) = \cap_{i=1}^{\infty} f_i^{-1}(B_i) \in \mathcal{F}$. So $f^{-1}(\mathcal{F}'_1 \times \mathcal{F}'_2 \times \cdots) \subset \mathcal{F}$.

Now let us prove Theorem 13.

**Proof.** Let $\Omega_\sigma = \{ \sigma < \infty \}$. We need to show that $x_\sigma$ is a measurable mapping from $(\Omega_\sigma, \mathcal{F}_\sigma)$ to $(R^d, \mathcal{B}(R^d))$. For any given $t \geq 0$ by Proposition 10 $\Omega_\sigma \in \mathcal{F}_\sigma$. So by the definition of $\mathcal{F}_\sigma$, $\sigma$ is a measurable mapping from $\{ \sigma < t \}$ to $(R^d, \mathcal{B}(R^d))$. Hence $x_\sigma(\omega) = g_2 \circ g_1(\omega)$ is a measurable mapping from $\{ \sigma < t \} \times \Omega, \mathcal{B}(R^d)$ to $(R^d, \mathcal{B}(R^d))$. This shows that for any $B \in \mathcal{B}(R^d)$, $\{ x_\sigma I_{\sigma < \infty} \in B \} \in \mathcal{F}_\sigma$. Since $t \geq 0$ is arbitrary by definition $\{ x_\sigma I_{\sigma < \infty} \in B \} \in \mathcal{F}_\sigma$. ■

### 1.3 Martingales with Discrete Time

First we will show the Doob’s stopping theorem (or called Doob’s optional sampling theorem) for bounded stopping times.

**Theorem 15** Let $\{ x_n \}_{n=0,1,2,\ldots}$ be a martingale (supermartingale, submartingale), $\sigma \leq \tau$ be two bounded stopping times. Then $\{ x_n \}_{n=0,1,2,\ldots}$ is a strong martingale (respectively, strong supermartingale, strong submartingale), i.e.

$$E[x_\tau | \mathcal{F}_\sigma] = x_\sigma \text{ (respectively,} \leq, \geq, \text{) a.s.}$$

**Proof.** We only prove the conclusion for the case of submartingale. By assumption there exists a natural number $0 \leq n_0$ such that $\tau \leq n_0$. So $|x_{\tau}| \leq \max\{|x_n|, n = 0, 1, 2, \ldots, n_0\} \leq \sum_{n=0}^{n_0} |x_n|$. So $E|x_{\tau}| < \infty$. By the same manner $E| x_\sigma | < \infty$. Note that by the definition of a stopping time and $\mathcal{F}_\sigma$ for $A \in \mathcal{F}_\sigma$ and $0 \leq n \leq n_0$

$$A \cap \{ \sigma = n \} \cap \{ \tau > n \} \in \mathcal{F}_n.$$

Now suppose $\tau - \sigma \leq 1$ in addition. Then by the definition of a submartingale

$$\int_A (x_\sigma - x_{\tau}) dP = \sum_{n=0}^{n_0} \int_{A \cap (\sigma = n) \cap (\tau > n)} (x_n - x_{n+1}) dP \leq 0.$$  

In the general case set $T_n = \tau \wedge (\sigma + n), n = 1, 2, \ldots, n_0$. Then all $T_n$ are stopping times, and

$$\sigma \leq T_1 \leq T_2 \leq \cdots \leq T_{n_0} = \tau, \quad T_1 - \sigma \leq 1, \quad T_{n+1} - T_n \leq 1, \quad n = 1, 2, \ldots, n_0 - 1.$$  

Let $A \in \mathcal{F}_\sigma \subset \mathcal{F}_{T_{n_0}}$. Then by the above conclusion

$$\int_A x_\sigma dP \leq \int_A x_{T_1} dP \leq \cdots \leq \int_A x_\tau dP.$$  

The proof is complete. ■

Now we have the following martingale inequality:

**Theorem 16** Let $\{ x_n \}_{n=0,1,2,\ldots}$ be a submartingale. Then for every $\lambda > 0$ and natural number $N$
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\[ \lambda P(\max_{0 \leq n \leq N} x_n \geq \lambda) \leq E(x_N I_{\max_{0 \leq n \leq N} x_n \geq \lambda}) \leq E(x_N^+) \leq E|x_N|, \]
and
\[ \lambda P(\min_{0 \leq n \leq N} x_n \leq -\lambda) \leq -E x_0 + E(x_N I_{\min_{0 \leq n \leq N} x_n > -\lambda}) \]
\[ \leq E x_0^+ + E(x_N^+) \leq E|x_0| + E|x_N|. \]

**Proof.** Let us use the first hitting time technique and strong submartingale property to show this theorem. Set
\[ \sigma = \min\{n \leq N : x_n \geq \lambda\}; \sigma = N, \text{ if } \{\cdot\} = \emptyset. \]
Then \( \sigma \) is a bounded stopping time. By Theorem 15
\[ E x_N \geq E x_{\sigma} = E x_{\sigma} I_{\max_{0 \leq n \leq N} x_n \geq \lambda} + E x_N I_{\max_{0 \leq n \leq N} x_n < \lambda} \]
\[ \geq \lambda P(\max_{0 \leq n \leq N} x_n \geq \lambda) + E x_N I_{\max_{0 \leq n \leq N} x_n < \lambda}. \]

Transferring the last term to the left hand side, we obtain the first inequality. Now set
\[ \tau = \min\{n \leq N : x_n \leq -\lambda\}; \tau = N, \text{ if } \{\cdot\} = \emptyset. \]
Then
\[ E x_0 \leq E x_{\tau} = E x_{\tau} I_{\min_{0 \leq n \leq N} x_n \leq -\lambda} + E x_N I_{\min_{0 \leq n \leq N} x_n > -\lambda} \]
\[ \leq -\lambda P(\min_{0 \leq n \leq N} x_n \leq -\lambda) + E(x_N I_{\min_{0 \leq n \leq N} x_n > -\lambda}). \]
Thus the second inequality is derived. \( \blacksquare \)

**Corollary 17** 1) Assume that \( \{x_n\}_{n=0,1,...} \) is a real submartingale such that \( E((x_n^+)^p) < \infty, n = 0, 1, \ldots \), for some \( p \geq 1 \). Then for every \( N \), and \( \lambda > 0 \),
\[ P(\max_{0 \leq n \leq N} x_n^+ \geq \lambda) \leq E((x_N^+)^p)/\lambda^p, \]
and if \( p > 1 \),
\[ E(\max_{0 \leq n \leq N} (x_n^+)^p) \leq \left(\frac{p}{p-1}\right)^p E((x_N^+)^p). \]
2) If \( \{x_n\}_{n=0,1,...} \) is a real martingale such that \( E(|x_n|^p) < \infty, n = 0, 1, \ldots \), then the conclusions in 1) hold true for \( x_n^+ \) and \( x_n^- \) replaced by \( |x_n| \) and \( |x_N| \), respectively.

**Proof.** 1): By Example 3 \( \{x_n^+\}_{n=0,1,...} \) is a non-negative submartingale. Using Jensen’s inequality again one has that \( \{(x_n^+)\}_{n=0,1,...} \) is still a non-negative submartingale. Hence the first inequality is obtained from Theorem 16. Now if \( p > 1 \), set \( \xi = \max_{0 \leq n \leq N} (x_n^+) \). then by Theorem 16 again one has that
\[ \lambda P(\xi \geq \lambda) \leq E x_N^+ I_{\xi \geq \lambda}. \]
Hence using Fubini’s theorem and Hölder’s inequality one derives that
\[ E(\xi^p) = E \int_0^\xi p\lambda^{p-1}d\lambda = E \int_0^\xi p\lambda^{p-1}I_{\lambda \leq \xi}d\lambda = p \int_0^\infty \lambda^{p-1}P(\xi \geq \lambda)d\lambda \]
\[ \leq p \int_0^\infty \lambda^{p-2}E(x_N^+ I_{\xi \geq \lambda})d\lambda = p \frac{1}{p-1}E(\xi^p)^{\frac{1}{p}}. \]
Now if \( E(\xi^p) = 0 \), then the second inequality is trivial. If \( E(\xi^p) > 0 \), dividing both sides by \( [E(\xi^p)]^{(p-1)/p} \), the second inequality is also obtained.
2): If \( \{x_n\}_{n=0,1,...} \) is a real martingale, then by Jensen’s inequality we have that \( \{|x_n|\}_{n=0,1,...} \) is a submartingale, and \( |x_n|^+ = |x_n| \). So by 1) the conclusions are derived in this case. \( \blacksquare \)
1. Martingale Theory and the Stochastic Integral for Point Processes

In the following we will show the upcrossing inequality for a submartingale, which is the basis for proving the important limit property of a submartingale. First we introduce some notations.

For a real \( \mathcal{F}_t \)-adapted process \( \{x_n\}_{n=0,1,...} \) and an interval \([a, b]\), where \( b > a \), let
\[
\tau_1 = \min\{n \geq 0 : x_n \leq a\},
\tau_2 = \min\{n \geq \tau_1 : x_n \geq b\},
\ldots,
\tau_{2n+1} = \min\{n \geq \tau_{2n} : x_n \leq a\},
\tau_{2n+2} = \min\{n \geq \tau_{2n+1} : x_n \geq b\},
\ldots;
\]
where we recall that \( \min \phi = +\infty \). Then \( \{\tau_n\} \) is an increasing sequence of stopping times. In fact, \( \forall k \geq 0, \)
\[
\{\tau_1 = k\} = \{x_0 > a, x_1 > a, \ldots, x_{k-1} > a, x_k \leq a\} \in \mathcal{F}_k;
\{\tau_{2k} = k\} = \bigcup_{j=0}^{k-1} \{\tau_1 = j, \tau_2 = k\}
= \bigcup_{j=0}^{k-1} \{\tau_1 = j, x_j \leq a, x_{j+1} < b, \ldots, x_{k-1} < b, x_k \geq b\} \in \mathcal{F}_k;
\{\tau_{2k+1} = k\} = \bigcup_{j=1}^{k-1} \{\tau_2 = j, \tau_3 = k\}
= \bigcup_{j=1}^{k-1} \{\tau_2 = j, x_j \geq b, x_{j+1} > a, \ldots, x_{k-1} > a, x_k \leq a\} \in \mathcal{F}_k.
\]
Hence \( \tau_1, \tau_2, \) and \( \tau_3 \) are stopping times. The proofs for the rest are similar.

Now set
\[
U^b_a[x(.), N](\omega) = \max\{k \geq 1 : \tau_{2k}(\omega) \leq N\},
D^b_a[x(.), N](\omega) = \max\{k \geq 1 : \tau_{2k-1}(\omega) \leq N\}.
\]
Obviously the first one is the number connected to the upcrossing of \( \{x_n\}_{n=0}^N \) for the interval \([a, b]\), and the second one is the number connected to the downcrossing of \( \{x_n\}_{n=0}^N \) for the interval \([a, b]\).

**Theorem 18** If \( \{x_n\}_{n=0}^\infty \) is a submartingale, then for each \( N \geq 1, n \geq 0 \) and \( a < b \)
\[
EU^b_a[x(.), N] \leq \frac{1}{b-a} \left( E(\{x_N - a\}^+ - \{x_0 - a\}^+) \right),
\]
\[
P(U^b_a(x(.), N) \geq n) \leq \frac{1}{b-a} E(\{x_N - a\}^+ U^b_a[x(.), N]=n],
\]
\[
ED^b_a(x(.), N] \leq \frac{1}{b-a} E(x_N - b)^+,
\]
\[
P(D^b_a[x(.), N] \geq n + 1) \leq \frac{1}{b-a} E(x_N - b)^+ D^b_a[x(.), N]=n].
\]

**Proof.** For a submartingale \( \{x_n\}_{n=0}^\infty \) by Example 3 one sees that \( \{y_n\}_{n=0}^\infty = \{(x_n - a)^{+}\}_{n=0}^\infty \) is a non-negative submartingale. Clearly \( U^{b-a}_0[y(.), N](\omega) = U^b_a[x(.), N](\omega) \). Again define \( \tau_1, \tau_2, \ldots \) as above, but with \( x, a, \) and \( b \) replaced by \( y, 0, \) and \( b - a \) respectively. Then if \( 2k > N \)
\[
E(y_N - y_0) = E \sum_{n=0}^{2k}(y_{r_n \wedge N} - y_{r_{n-1} \wedge N}) = E \sum_{n=1}^{k}(y_{r_{2n} \wedge N} - y_{r_{2n-1} \wedge N})
+ \sum_{n=0}^{k-1} E(y_{r_{2n} \wedge N} - y_{r_{2n+1} \wedge N}) \geq (b - a) E U^{b-a}_0[y(.), N],
\]
where we have used the fact that \( \{y_n\}_{n=0}^\infty \) is a submartingale, and hence a strong submartingale (Theorem 15), so \( E(y_{r_{2n+1} \wedge N} - y_{r_{2n} \wedge N}) \geq 0; \) and \( y_0 \geq 0, \) \( \forall n. \) The first inequality is proved. Now observe that
\[
0 \geq E(y_{r_{2n} \wedge N} - y_{r_{2n+1} \wedge N})
= E[(y_{r_{2n} \wedge N} - y_{r_{2n+1} \wedge N})(I_{r_{2n} \leq N < r_{2n+1} + I_{r_{2n+1} \leq N}})]
\]
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\[ E[(b - a - yN)I_{\tau_{2n} \leq N < \tau_{2n+1}} + (b - a)I_{\tau_{2n+1} \leq N}] = E(b - a)I_{\tau_{2n} \leq N} - E(yNI_{\tau_{2n} \leq N < \tau_{2n+1}}). \]

Since \( \{U_0^{b-a}[y(.)], N \geq n\} = \{N \geq \tau_{2n}\} \) and

\[ \{\tau_{2n} \leq N < \tau_{2n} + 1\} \subset \{\tau_{2n} \leq N < \tau_{2n+2}\} = \{U_0^{b-a}[y(.)], N = n\}. \]

Hence we find that \( E(yNI_{U_0^{b-a}[x(.)],N}=n} \geq (b - a)P(U_0^{b-a}[y(.)], N) \geq n\).

For the downcrossing inequality we have to discuss \( \{x_n\}_{n=0}^{\infty} \) itself directly, since \( \{x_n \land 0\}_{n=0}^{\infty} \) is not a submartingale. Let us set \( y_n = x_n - b \). Then \( \{y_n\}_{n=0}^{\infty} \) is still a submartingale, and

\[ D_{(b-a)}^0[y(.)], N](\omega) = D_a^b[x(.)], N](\omega). \]

Again define \( \tau_1, \tau_2, \ldots \) as above but with \( x, a, \) and \( b \) replaced by \( y, -(b-a), \) and \( 0 \) respectively. We will now use another method to show the last two inequalities. First, for the fourth inequality we have that as \( n \geq 1 \)

\[ 0 \geq E(y_{\tau_{2n} \land N} - y_{\tau_{2n+1} \land N}) \]

\[ = E[(0 - (x_N - b))I_{\tau_{2n} \leq N < \tau_{2n+1} + (b - a)I_{\tau_{2n+1} \leq N}]. \]

Since

\[ \{D_a^b[x(.)], N\} \geq n + 1\} = \{D_{(b-a)}^0[y(.)], N\} \geq n + 1\} \]

\[ = \{N \geq \tau_{2n+2}\} \subset \{N \geq \tau_{2n+1}\} \]

and \( \{\tau_{2n} \leq N < \tau_{2n+1}\} \subset \{\tau_{2n} \leq N < \tau_{2n+2}\} = \{D_a^b[x(.)], N\} = n\}. \]

Hence it follows that

\[ E(x_N - b)^+I_D[\tau,x(.)], N=0} \geq (b - a)P(D_a^b[x(.)], N) \geq n + 1\}. \]

The fourth inequality holds. Now taking the summation for \( n \geq 0 \) it yields

\[ E(x_N - b)^+ \geq (b - a)\sum_{n=0}^{\infty} P(D_a^b[x(.)], N) \geq n + 1\}

\[ = (b - a)\sum_{n=0}^{\infty} nP(D_a^b[x(.)], N) = n) = (b - a)ED_a^b[x(.)], N]. \]

The third inequality is also established. ■

**Corollary 19** If \( \{x_n\}_{n=0}^{\infty} \) is a supermartingale, then for each \( N \geq 1, n \geq 0 \) and \( a < b \)

\[ E[u_a^b[x(.)], N] \leq \frac{1}{b-a}E[(x_N - a)^-], \]

\[ P(U_a^b[x(.)], N) \geq n + 1\} \leq \frac{1}{b-a}E[(x_N - a)^-I_{U_a^b[x(.)], N} = n\}]. \]

\[ ED_a^b[x(.)], N \leq \frac{1}{b-a}E[(x_N - b)^- - (x_0 - b)^-], \]

\[ P(D_a^b[x(.)], N) \geq n\} \leq \frac{1}{(b-a)}E(x_N - b)^-I_{D_a^b[x(.)], N} = n\}]. \]

**Proof.** Let \( y_n = -x_n \). Then \( \{y_n\}_{n=0}^{\infty} \) is a submartingale. Hence

\[ U_a^b[x(.)], N] = D_{-a}^b[y(.)], N], \]

and

\[ D_a^b[x(.)], N] = U_{-a}^b[y(.)], N]. \]

Applying Theorem 18 we arrive at the results. ■

Theorem 18 and Corollary 19 are the classical crossing theorems on martingale. We can derive some other useful crossing results which are very useful in the mathematical finance. Here we apply some of them to derive the important limit theorem on martingales.
Theorem 20 If \( \{x_n\}_{n=0}^{\infty} \) is a submartingale such that there exists a subsequence of \( \{n\} \), denote it by \( \{n_k\} \), such that
\[
\sup_k E x_{n_k}^+ < \infty,
\]
then \( x_\infty = \lim_{n \to \infty} x_n \) exists a.s., and \( x_\infty \) is integrable. In particular, if \( x_n \leq 0, \forall n \), then condition (1.1) is obviously satisfied, and in this case \( \forall n \ E[x_\infty | \mathcal{F}_n] \geq x_n, \ a.s. \).

Proof. First, clearly
\[
\text{condition (1.1) } \iff \sup_n E x_n^+ < \infty \iff \sup_n E |x_n| < \infty.
\]
In fact, by the properties of submartingales one has that
\[
\mathbb{E}[x_n] \leq \mathbb{E}[x_{n_k}], \ \forall k.
\]
Hence the equivalent relations hold. Now let \( U^b_a(x(.)) = \lim_{N \to \infty} U^b_a(x(.), N) \).

Then by Theorem 18
\[
\mathbb{E}U^b_a(x(.)) \leq \frac{1}{b-a} \sup_{k} E(x_N - a)^+ < \infty.
\]
Hence \( U_a^b(x(.)) < \infty, \ a.s. \) Let
\[
W = \bigcup_{a,b \in \mathcal{Q}, a < b} W_{a,b} = \bigcup_{a,b \in \mathcal{Q}, a < b} \{\lim_n x_n < a < b < \lim_n x_n\}.
\]
Then
\[
P(W) \leq \sum_{a,b \in \mathcal{Q}, a < b} P(W_{a,b}) \leq \sum_{a,b \in \mathcal{Q}, a < b} P(U^b_a(x(.)) = \infty) = 0.
\]
Now we can let \( x_\infty(\omega) = \lim_{n \to \infty} x_n(\omega) \), as \( \omega \notin W \), and \( x_\infty(\omega) = 0 \), as \( \omega \in W \). By Fatou’s lemma
\[
\mathbb{E}|x_\infty| \leq \sup_n \mathbb{E}|x_n| < \infty.
\]
Hence \( x_\infty \) is integrable. In the case \( x_n \leq 0, \forall n \), by the definition of a submartingale
\[
0 \geq \mathbb{E}[x_m | \mathcal{F}_n] \geq x_n, \ a.s. \ \forall m.
\]
Again by Fatou’s lemma letting \( m \to \infty \) one reaches the final conclusion.

1.4 Uniform Integrability and Martingales

It is well known in the theory of real analysis that if a sequence of measurable functions is dominated by an integrable function, then one can take the limit under the integral sign for the function sequence. That is the famous Lebesgue’s dominated convergence theorem. However, sometimes it is difficult to find such a dominated function. In this case the uniform integrability of that function sequence can be a great help. Actually, in many cases it is a powerful tool.

Definition 21 A family of functions \( A \subset L^1(\Omega, \mathcal{F}, P) \) is called uniform integrable, if \( \lim_{\lambda \to \infty} \sup_{f \in A} \mathbb{E}(|f| I_{|f| > \lambda}) = 0 \), where \( L^1(\Omega, \mathcal{F}, P) \) is the totality of random variables \( \xi \), (that is, all \( \xi \) are \( \mathcal{F} \)-measurable) such that \( \mathbb{E} |\xi| < \infty \).
Lemma 22 Suppose that \( \{x_n\}_{n=1}^{\infty} \subset L^1(\Omega, \mathcal{F}, P) \) is uniformly integrable, and as \( n \to \infty \),
\[ x_n \to x, \text{ in probability,} \]
i.e. \( \forall \varepsilon > 0, \lim_{n \to \infty} P(|x_n - x| > \varepsilon) = 0 \), then
\[ \lim_{n \to \infty} E|x_n - x| = 0. \] (i.e. \( x_n \to x, \text{ in } L^1(\Omega, \mathcal{F}, P) \)).
In particular, \( \lim_{n \to \infty} E x_n = Ex \)

Proof. In fact, \( \forall \varepsilon > 0 \),
\[ E|x_n - x| \leq E(|x_n - x| I_{|x_n - x| > \lambda}) + E(|x_n - x| I_{|x_n - x| \leq \lambda}) = I_1^{n, \lambda} + I_2^{n, \lambda}. \]
Hence one can take a \( \lambda \) large enough such that \( I_1^{n, \lambda} < \varepsilon/2 \), since clearly \( \{x_n - x\}_{n=1}^{\infty} \) is uniformly integrable. Then for this fixed \( \lambda \) by using Lebesgue’s dominated convergence theorem one can have a sufficiently large \( N \) such that as \( n \geq N \), \( I_2^{n, \lambda} < \varepsilon/2. \)

For the sufficient conditions of uniform integrability of a family \( A \) we have

Lemma 23 Suppose that \( A \subset L^1(\Omega, \mathcal{F}, P) \). Any one of the following conditions makes \( A \) uniformly integrable:
1) There exists an integrable \( g \in L^1(\Omega, \mathcal{F}, P) \) such that
\[ |x| \leq g, \forall x \in A. \]
2) There exists a \( p > 1 \) such that \( \sup_{x \in A} E|x(\omega)|^p < \infty. \)

Proof. 1): Since as \( \lambda \to \infty \)
\[ \sup_{x \in A} P(|x(\omega)| > \lambda) \leq \frac{1}{\lambda} \sup_{x \in A} E|x(\omega)| \leq \frac{1}{\lambda} E|g(\omega)| \to 0. \]
So by the integrability of \( g \) one has that as \( \lambda \to \infty \)
\[ E|x(\omega)| I_{|x(\omega)| > \lambda} \leq E|g(\omega)| I_{|x(\omega)| > \lambda} \to 0, \text{ uniformly w.r.t. } x \in A. \]
2): Since \( \sup_{x \in A} P(|x(\omega)| > \lambda) \leq \frac{1}{\lambda} \sup_{x \in A} E|x(\omega)| \to 0, \text{ as } \lambda \to \infty. \) So as \( \lambda \to \infty \)
\[ \sup_{x \in A} E|x(\omega)| I_{|x(\omega)| > \lambda} \leq \sup_{x \in A} (E|x(\omega)|^p)^{1/p} \sup_{x \in A} [P(|x(\omega)| > \lambda)]^{(p-1)/p} \to 0. \]
Now we know that the uniform integrability condition is weaker than the domination condition. Actually, it is also the necessary condition for the \( L^1 \)-convergence of the sequence of integrable random variables or, say, integrable functions.

Theorem 24 Suppose that \( \{x_n\}_{n=1}^{\infty} \subset L^1(\Omega, \mathcal{F}, P) \). Then the following two statements are equivalent:
1) \( \{x_n\}_{n=1}^{\infty} \) is uniformly integrable.
2) \( \sup_{n=1,2,\ldots} E|x_n| < \infty; \text{ and } \forall \varepsilon > 0, \exists \delta > 0 \text{ such that } \forall B \in \mathcal{F}, \text{ as } P(B) < \delta \)
\[ \sup_{n=1,2,\ldots} E|x_n| I_B < \varepsilon. \]
Furthermore, if there exists an \( x \in L^1(\Omega, \mathcal{F}, P) \) such that as \( n \to \infty \),
\[ x_n \to x, \text{ in probability; then the following statement is also equivalent to } 1): \]
3) \( x_n \to x, \text{ in } L^1(\Omega, \mathcal{F}, P). \)
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Proof. Since $1) \implies 3)$ is already proved in Lemma 22, we will show that $3) \implies 2) \implies 1) \implies 2$.

$1) \implies 2)$: Take a $\lambda_0$ large enough such that $\sup_{n=1,2,\ldots} E |x_n| I_{|x_n|>\lambda_0} < 1$. Then

$$\sup_{n=1,2,\ldots} E |x_n| \leq \lambda_0 + 1.$$}

On the other hand, for any $B \in \mathcal{F}$ since

$$E |x_n| I_B = E |x_n| I_{|x_n|>\lambda} \cap B + E |x_n| I_{|x_n|\leq\lambda} \cap B \leq \sup_{n=1,2,\ldots} E |x_n| I_{|x_n|>\lambda} + \lambda P(B) = I_1^{\lambda} + I_2^{\lambda} B.$$

Hence $\forall \varepsilon > 0$ one can take a $\lambda > 0$ large enough such that $I_1^{\lambda} < \frac{\varepsilon}{2}$, then let $\delta_\varepsilon = \frac{\varepsilon}{2\lambda}$. For this $\delta_\varepsilon > 0$ one has that $\forall B \in \mathcal{F}, P(B) < \delta_\varepsilon \implies \sup_{n=1,2,\ldots} E |x_n| I_B < \varepsilon$.

$2) \implies 1)$: $\forall \varepsilon > 0$ Take $\delta > 0$ such that $2)$ holds. Since

$$P(|x_n| > \lambda) \leq \frac{1}{\lambda} \sup_{n=1,2,\ldots} E |x_n|,$$

Hence one can take an $N$ large enough such that as $\lambda > N,$

$$P(|x_n| > \lambda) < \delta, \forall n = 1, 2, \ldots.$$}

Thus by $2)$ as $\lambda > N,$

$$E |x_n| I_{|x_n|>\lambda} < \varepsilon, \forall n = 1, 2, \ldots.$$}

$3) \implies 2)$: Take an $N_0$ large enough such that as $n > N_0,$

$$E |x_n| < 1.$$}

Thus

$$\sup_{n=1,2,\ldots} E |x_n| \leq \max\{1 + E |x|, E |x_1|, \ldots, E |x_{N_0}|\} < \infty.$$}

On the other hand, observe that

$$E |x_n| I_B \leq E |x_n - x| + E |x| I_B.$$}

Hence $\forall \varepsilon > 0$, one can take an $N_\varepsilon$ large enough such that as $n > N_\varepsilon,$

$$E |x_n| < \frac{\varepsilon}{2}.$$}

Then take a $\delta > 0$ small enough such that $\forall B \in \mathcal{F}$, as $P(B) < \delta,$

$$\max_{n=1,2,\ldots, N_\varepsilon} \{E |x_n| I_B\} < \varepsilon, \text{ and } E |x| I_B < \varepsilon / 2.$$}

Thus as $P(B) < \delta$, $E |x_n| I_B < \varepsilon, \forall n = 1, 2, \ldots$. $\blacksquare$

Now let us use uniform integrability as a tool to study the martingales.

Theorem 25 If $\{x_n\}_{n=0}^\infty$ is a submartingale such that $\{x_n^+\}_{n=0}^\infty$ is uniformly integrable, then $x_\infty = \lim_{n \to \infty} x_n$ exists, a.s., and

$$E[x_\infty | \mathcal{F}_n] \geq x_n, \forall n,$$

i.e. $\{x_n\}_{n=0,1,2,\ldots, \infty}$ is also a submartingale, and we call it a right-closed submartingale.

This theorem actually tells us that a uniformly integrable submartingale is a right-closed submartingale.

Proof. By uniform integrability one has that

$$\sup_{n=0,1,2,\ldots} E x_n^+ < \infty.$$}

Hence applying Theorem 20 one has that $x_\infty = \lim_{n \to \infty} x_n$ exists, a.s. Now by the submartingale property $\{x_n^+\}_{n=0}^\infty$ is also a submartingale (Example 3). Hence for any $a > 0$, and $B \in \mathcal{F}_n$, as $m \geq n,$

$$\int_B [(-a) \vee x_n] dP \leq \int_B [(-a) \vee x_m] dP.$$}

Letting $m \to \infty$ by the uniform integrability of $\{x_n^+\}_{n=0}^\infty$ one has that