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Preface

The information age has made it easy to store large amounts of data. Data
mining is a new and exciting field that tries to solve the crisis of information
overload by exploring large and complex bodies of data in order to discover
useful patterns. It is extreme importance because it enables modeling and
knowledge extraction from abundance data availability. Therefore theoreti-
cians and practitioners are continually seeking techniques to make the pro-
cess more efficient, cost-effective and accurate. Among the more promising
technique that have emerged in recent years are soft computing methods such
as fuzzy sets, artificial neural networks, genetic algorithms. These techniques
exploit a tolerance for imprecision, uncertainty and partial truth to achieve
tractability, robustness and low cost solutions. This book shows that the soft
computing methods extend the envelope of problems that data mining can
solve efficiently.

This book presents a comprehensive discussion of the state of the art in
data mining along with the main soft computing techniques behind it. In
addition to presenting a general theory of data mining, the book provides an
in-depth examination of core soft computing algorithms.

To help interested researchers and practitioners who are not familiar with
the field, the book starts with a gentle introduction to data mining and knowl-
edge discovery in databases (KDD) and prepares the reader for the next chap-
ters. The rest of the book is organized into four parts. The first three parts
devoted to the principal constituents of soft computing: neural networks, evo-
lutionary algorithms and fuzzy logic. The last part compiles the recent ad-
vances in soft computing and data mining.

This book was written to provide investigators in the fields of information
systems, engineering, computer science, statistics and management, with a
profound source for the role of soft computing in data mining. In addition,
social sciences, psychology, medicine, genetics, and other fields that are inter-
ested in solving complicated problems can much benefit from this book. The
book can also serve as a reference book for graduate / advanced undergrad-
uate level courses in data mining and machine learning. Practitioners among
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the readers may be particularly interested in the descriptions of real-world
data mining projects performed with soft-computing.

We would like to thank all authors for their valuable contributions. We
would like to express our special thanks to Susan Lagerstrom-Fife and Sharon
Palleschi of Springer for working closely with us during the production of this
book.

Tel-Aviv, Israel Oded Maimon
Beer-Sheva, Israel Lior Rokach

July 2007



Contents

Introduction to Soft Computing for Knowledge Discovery and
Data Mining
Oded Maimon, Lior Rokach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

Part I Neural Network Methods

Neural Networks For Data Mining
G. Peter Zhang . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

Improved SOM Labeling Methodology for Data Mining
Applications
Arnulfo Azcarraga, Ming-Huei Hsieh, Shan-Ling Pan, Rudy Setiono . . . . 45

Part II Evolutionary Methods

A Review of Evolutionary Algorithms for Data Mining
Alex A. Freitas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

Genetic Clustering for Data Mining
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Introduction to Soft Computing for Knowledge
Discovery and Data Mining

Oded Maimon1 and Lior Rokach2

1 Department of Industrial Engineering, Tel-Aviv University, Ramat-Aviv 69978,
Israel,
maimon@eng.tau.ac.il

2 Department of Information System Engineering, Ben-Gurion University,
Beer-Sheba, Israel,
liorrk@bgu.ac.il

Summary. In this chapter we introduce the Soft Computing areas for Data Mining
and the Knowledge Discovery Process, discuss the need for plurality of methods, and
present the book organization and abstracts.

1 Introduction

Data Mining is the science, art and technology of exploring data in order to
discover insightful unknown patterns. It is a part of the overall process of
Knowledge Discovery in Databases (KDD). The accessibility and abundance
of information today makes data mining a matter of considerable importance
and necessity.

Soft computing is a collection of new techniques in artificial intelligence,
which exploit the tolerance for imprecision, uncertainty and partial truth to
achieve tractability, robustness and low solution cost. Given the history and re-
cent growth of the field, it is not surprising that several mature soft computing
methods are now available to the practitioner, including: fuzzy logic, artificial
neural networks, genetic algorithms, and swarm intelligence. The aims of this
book are to present and explain the important role of soft computing methods
in data mining and knowledge discovery.

The unique contributions of this book is in the introduction of soft com-
puting as a viable approach for data mining theory and practice, the detailed
descriptions of novel soft-computing approaches in data mining, and the illus-
trations of various applications solved in soft computing techniques, including:
Manufacturing, Medical, Banking, Insurance, Business Intelligence and oth-
ers. The book does not include some of the most standard techniques in Data
Mining, such as Decision Trees (the reader is welcome to our new book, from
2007, dedicated entirely to Decision Trees). The book include the leading soft
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computing methods, though for volume reasons it could not cover all methods,
and there are further emerging techniques, such as fractal based data mining
(a topic of our current research).

Since the information age, the accumulation of data has become easier
and storing it inexpensive. It has been estimated that the amount of stored
information doubles less than twenty months. Unfortunately, as the amount
of electronically stored information increases, the ability to understand and
make use of it does not keep pace with its growth. Data Mining is a term
coined to describe the process of sifting through large databases for interesting
patterns and relationships. The studies today aim at evidence-based modeling
and analysis, as is the leading practice in medicine, finance, intelligence and
many other fields. Evidently, in the presence of the vast techniques’ repertoire
and the complexity and diversity of the explored domains, one real challenge
today in the data mining field is to know how to utilize this repertoire in order
to achieve the best results. The book shows that the soft computing methods
extend the envelope of problems that data mining can solve efficiently. The
techniques of soft computing are important for researchers in the fields of data
mining, machine learning, databases and information systems, engineering,
computer science and statistics.

This book was written to provide investigators in the fields of informa-
tion systems, engineering, computer science, statistics and management, with
a profound source for the role of soft computing in data mining. In addi-
tion, social sciences, psychology, medicine, genetics, and other fields that are
interested in solving complicated problems can much benefit from this book.
Practitioners among the readers may be particularly interested in the descrip-
tions of real-world data mining projects performed with soft computing.

The material of this book has been taught by the authors in graduate
and undergraduate courses at Tel-Aviv University and Ben-Gurion Univer-
sity. The book can also serve as a reference book for graduate and advanced
undergraduate level courses in data mining and machine learning.

In this introductory chapter we briefly present the framework and overall
knowledge discovery process in the next two sections, and then the logic and
organization of this book, with brief description of each chapter.

2 The Knowledge Discovery process

This book is about methods, which are the core of the Knowledge Discovery
process. For completion we briefly present here the process steps. The knowl-
edge discovery process is iterative and interactive, consisting of nine steps.

Note that the process is iterative at each step, meaning that moving back
to previous steps may be required. The process has many “artistic” aspects in
the sense that one cannot present one formula or make a complete taxonomy
for the right choices for each step and application type. Thus it is required to
understand the process and the different needs and possibilities in each step.
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Fig. 1. The Process of Knowledge Discovery in Databases.

The process starts with determining the KDD goals, and “ends” with the
implementation of the discovered knowledge. Then the loop is closed - the
Active Data Mining part starts. As a result, changes can be made in the
application domain (such as offering different features to mobile phone users
in order to reduce churning). This closes the loop, and the effects are then
measured on the new data repositories, and the KDD process is launched
again.

Following is a brief description of the nine-step KDD process, starting with
a managerial step:

1. Developing an understanding of the application domain: This is the initial
preparatory step. It prepares the scene for understanding what should be
done with the many decisions (about transformations, algorithms, repre-
sentation, etc.). The people who are in charge of a KDD project need to
understand and define the goals of the end-user and the environment in
which the knowledge discovery process will take place (including relevant
prior knowledge). As the KDD process proceeds, there may be even a
revision of this step.
Having understood the KDD goals, the preprocessing of the data starts,
defined in the next three steps.

2. Selecting and creating a data set on which discovery will be performed:
Having defined the goals, the data that will be used for the knowledge
discovery should be determined. This includes finding out what data is
available, obtaining additional necessary data, and then integrating all the
data for the knowledge discovery into one data set, including the attributes
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that will be considered for the process. This process is very important
because the Data Mining learns and discovers from the available data.
This is the evidence base for constructing the models.

3. Preprocessing and cleansing: In this stage, data reliability is enhanced.
It includes data clearing, such as handling missing values and removal of
noise or outliers. There are many methods explained in the handbook,
from doing almost nothing to becoming the major part (in terms of time
consumed) of a KDD project in certain projects. It may involve complex
statistical methods or using a Data Mining algorithm in this context.
For example, if one suspects that a certain attribute is of insufficient
reliability or has many missing data, then this attribute could become the
goal of a data mining supervised algorithm, or finding the centroids of
clustering. A prediction model for this attribute will be developed, and
then missing data can be predicted. The extension to which one pays
attention to this level depends on many factors. In any case, studying
the aspects is important and often revealing by itself, regarding complex
information systems.

4. Data transformation: In this stage, the generation of better data for the
data mining is prepared and developed. Methods here include dimension
reduction (such as feature selection and record sampling), and attribute
transformation (such as discretization of numerical attributes and func-
tional transformation). This step can be crucial for the success of the
entire KDD project, and it is usually very project-specific. For example,
in medical examinations, the quotient of attributes may often be the most
important factor, and not each one by itself. In marketing, we may need to
consider effects beyond our control as well as efforts and temporal issues
(such as studying the effect of advertising accumulation). However, even
if we do not use the right transformation at the beginning, we may obtain
a surprising effect that hints to us about the transformation needed (in
the next iteration). Thus the KDD process reflects upon itself and leads
to an understanding of the transformation needed.
Having completed the above four steps, the following four steps are related
to the Data Mining part, where the focus is on the algorithmic aspects
employed for each project:

5. Choosing the appropriate Data Mining task: We are now ready to decide
on which type and approach of Data Mining to use, for example, classifi-
cation, regression, or clustering. This mostly depends on the KDD goals,
and also on the previous steps. There are two major goals in Data Mining:
prediction and description. Prediction is often referred to as supervised
Data Mining, while descriptive Data Mining includes the unsupervised
and visualization aspects of Data Mining. Most Data Mining techniques
are based on inductive learning, where a model is constructed explicitly or
implicitly by generalizing from a sufficient number of training examples.
The underlying assumption of the inductive approach is that the trained
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model is applicable to future cases. The strategy also takes into account
the level of meta-learning for the particular set of available data.

6. Choosing the Data Mining algorithm: Having the strategy, we now decide
on the tactics. This stage includes selecting the specific method to be
used for searching patterns (including multiple inducers). For example, in
considering precision versus understandability, the former is better with
neural networks, while the latter is better with decision trees. For each
strategy of meta-learning there are several possibilities of how it can be
accomplished. Meta-learning focuses on explaining what causes a Data
Mining algorithm to be successful or not in a particular problem. Thus,
this approach attempts to understand the conditions under which a Data
Mining algorithm is most appropriate. Each algorithm has parameters and
tactics of learning (such as ten-fold cross-validation or another division for
training and testing).

7. Employing the Data Mining algorithm: Finally the implementation of the
Data Mining algorithm is reached. In this step we might need to employ
the algorithm several times until a satisfied result is obtained, for instance
by tuning the algorithm’s control parameters, such as the minimum num-
ber of instances in a single leaf of a decision tree.

8. Evaluation: In this stage we evaluate and interpret the mined patterns
(rules, reliability, etc.), with respect to the goals defined in the first step.
Here we consider the preprocessing steps with respect to their effect on
the Data Mining algorithm results (for example, adding features in Step 4
and repeating from there). This step focuses on the comprehensibility and
usefulness of the induced model. In this step the discovered knowledge is
also documented for further usage.
The last step is the usage and overall feedback on the patterns and dis-
covery results obtained by the Data Mining:

9. Using the discovered knowledge: We are now ready to incorporate the
knowledge into another system for further action. The knowledge becomes
active in the sense that we may make changes to the system and measure
the effects. Actually the success of this step determines the effectiveness
of the entire KDD process. There are many challenges in this step, such
as loosing the “laboratory conditions” under which we have operated. For
instance, the knowledge was discovered from a certain static snapshot
(usually sample) of the data, but now the data becomes dynamic. Data
structures may change (certain attributes become unavailable), and the
data domain may be modified (such as, an attribute may have a value
that was not assumed before).

3 The need for plurality of methods

Data Mining methods are becoming part of general purpose Integrated Infor-
mation Technology (IIT) software packages. Starting from the data sources
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(such as operational databases, semi- and non-structured data and reports,
Internet sites etc.), then the tier of the data warehouse, followed by OLAP
(On Line Analytical Processing) servers and concluding with analysis tools,
where Data Mining tools are the most advanced.

We can naively distinguish among three levels of analysis. The simplest
one is achieved by report generators (for example, presenting all claims that
occurred because of a certain cause last year, such as car theft). We then
proceed to OLAP multi-level analysis (for example presenting the ten towns
where there was the highest increase of vehicle theft in the last month as
compared to with the month before). Finally a complex analysis is carried
out for discovering the patterns that predict car thefts in these cities, and
what might occur if anti theft devices were installed. The latter is based
on modeling of the phenomena, where the first two levels are ways of data
aggregation and fast manipulation.

Empirical comparison of the performance of different approaches and their
variants in a wide range of application domains has shown that each performs
best in some, but not all, domains. This phenomenon is known as the selective
superiority problem, which means, in our case, that no induction approach or
algorithm can be the best in all possible domains. The reason is that each
algorithm contains an explicit or implicit bias that leads it to prefer certain
generalizations over others, and it will be successful only as long as this bias
matches the characteristics of the application domain.

Results have demonstrated the existence and correctness of this “no free
lunch theorem”. If one inducer is better than another in some domains, then
there are necessarily other domains in which this relationship is reversed. This
implies in KDD that for a given problem a certain approach can yield more
knowledge from the same data than other approaches.

In many application domains, the generalization error (on the overall do-
main, not just the one spanned in the given data set) of even the best methods
is far above the training set, and the question of whether it can be improved,
and if so how, is an open and important one. Part of the answer to this ques-
tion is to determine the minimum error achievable by any classifier in the
application domain (known as the optimal Bayes error). If existing classifiers
do not reach this level, new approaches are needed. Although this problem has
received considerable attention, no generally reliable method has so far been
demonstrated. This is one of the challenges of the DM research – not only to
solve it, but even to quantify and understand it better. Heuristic methods can
then be compared absolutely and not just against each other.

A subset of this generalized study is the question of which approach and
inducer to use for a given problem. To be even more specific, the performance
measure need to be defined appropriately for each problem. Though there
are some commonly accepted measures it is not enough. For example, if the
analyst is looking for accuracy only, one solution is to try each one in turn,
and by estimating the generalization error, to choose the one that appears to
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perform best. Another approach, known as multi-strategy learning, attempts
to combine two or more different paradigms in a single algorithm.

The dilemma of what method to choose becomes even greater if other fac-
tors such as comprehensibility are taken into consideration. For instance, for
a specific domain, neural networks may outperform decision trees in accuracy.
However from the comprehensibility aspect, decision trees are considered su-
perior. In other words, in this case even if the researcher knows that neural
network is more accurate, the dilemma of what methods to use still exists (or
maybe to combine methods for their separate strength).

Induction is one of the central problems in many disciplines such as ma-
chine learning, pattern recognition, and statistics. However the feature that
distinguishes Data Mining from traditional methods is its scalability to very
large sets of varied types of input data. Scalability means working in an envi-
ronment of high number of records, high dimensionality, and a high number
of classes or heterogeneousness. Nevertheless, trying to discover knowledge in
real life and large databases introduces time and memory problems.

As large databases have become the norms in many fields (including as-
tronomy, molecular biology, finance, marketing, health care, and many others),
the use of Data Mining to discover patterns in them has become potentially
very beneficial for the enterprise. Many companies are staking a large part of
their future on these “Data Mining” applications, and turn to the research
community for solutions to the fundamental problems they encounter.

While a very large amount of available data used to be the dream of any
data analyst, nowadays the synonym for “very large” has become “terabyte”
or “pentabyte”, a barely imaginable volume of information. Information-
intensive organizations (like telecom companies and financial institutions) are
expected to accumulate pentabyte of raw data every one to two years.

High dimensionality of the input (that is, the number of attributes) in-
creases the size of the search space in an exponential manner (known as the
“Curse of Dimensionality”), and thus increases the chance that the inducer
will find spurious classifiers that in general are not valid. There are several ap-
proaches for dealing with a high number of records including: sampling meth-
ods, aggregation, massively parallel processing, and efficient storage methods.
This book presents some of the approaches in this direction.

4 The organization of the book

The book has sixteen chapters divided into four main parts, where the first
three address the methods and topics that are most identified with soft com-
puting, and then the last part adds advanced and promising methods and
areas:

I. Neural network methods: Chapters 2 to 3
II. Evolutionary methods: Chapters 4 to 7
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III. Fuzzy logic methods: Chapters 8 to 11
IV. Advanced soft computing methods and areas: Chapters 12 to 16 Includ-

ing: Swarm intelligence (12), diffusion process (13), and agent technology
(14); and the areas of: approximate frequent item-set mining (15), and
finally the impact of over-fitting and over-generalization on the classifica-
tion accuracy in Data Mining (16).

In the following, edited abstracts of the chapters in the book are presented,
for the reader map and convenience:

4.1 Neural network methods

The first methodology addressed in the book is Neural Networks, which
have become elaborated important tools for data mining. Chapter 2 provides
an overview of neural network models and their applications to data mining
tasks. It also provides historical development of the field of neural networks
and present three important classes of neural models including feed forward
multilayer networks, Hopfield networks, and Kohonen’s self-organizing maps.
Modeling issues and applications of these models for data mining are discussed
as well.

Then Chapter 3 continues in this direction by specifically addressing Self-
Organizing Maps (SOMs). SOMs have been useful in gaining insights about
the information content of large volumes of data in various data mining ap-
plications. As a special form of neural networks, they have been attractive as
a data mining tool because they are able to extract information from data
even with very little user-intervention (though some is needed). This chap-
ter proposes a methodical and semi-automatic SOM labeling procedure that
does not require a set of labeled patterns, and shows an effective alternative.
The effectiveness of the method is demonstrated on a data mining application
involving customer-profiling based on an international market segmentation
study.

4.2 Evolutionary methods

A new family of methods starts in Chapter 4 with a review of Evolutionary
Algorithms (EAs) for Data Mining. Evolutionary Algorithms are stochastic
search algorithms inspired by the process of neo-Darwinian evolution. The
motivation for applying EAs to data mining is that they are robust, adaptive
search techniques that perform a global search in the solution space. This
chapter first presents a brief overview of EAs, focusing mainly on two kinds of
EAs, viz. Genetic Algorithms (GAs) and Genetic Programming (GP). Then
the chapter reviews the main concepts and principles used by EAs designed
for solving several data mining tasks, namely: discovery of classification rules,
clustering, attribute selection and attribute construction. Finally, it discusses
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Multi-Objective EAs, based on the concept of Pareto dominance, and their
use in several data mining tasks.

Then Chapter 5 continues this topic by specifically addressing Genetic
Clustering for Data Mining. Genetic Algorithms (GAs) have been success-
fully applied to several complex data analysis problems in a wide range of
domains, such as image processing, bioinformatics, and crude oil analysis. The
need for organizing data into categories of similar objects has made the task
of clustering increasingly important to those domains. This chapter presents
a survey of the use of GAs for clustering applications. A variety of encoding
(chromosome representation) approaches, fitness functions, and genetic op-
erators are described, all of them customized to solve problems in such an
application context.

Chapter 6 addresses the discovering of new rule by induction algorithms
with Grammar-Based Genetic Programming. Rule induction is a data
mining technique used to extract classification rules of the form IF (conditions)
THEN (predicted class) from data. The majority of the rule induction algo-
rithms found in the literature follow the sequential covering strategy, which
essentially induces one rule at a time until (almost) all the training data is
covered by the induced rule set. This strategy describes a basic algorithm
composed by several key elements, which can be modified to generate new
and better rule induction algorithms. With this in mind, this work proposes
the use of a Grammar-based Genetic Programming (GGP) algorithm
to automatically discover new sequential covering algorithms. The proposed
system is evaluated using 20 data sets, and the automatically-discovered rule
induction algorithms are compared with four well-known human-designed rule
induction algorithms. Results showed that the GGP system is a promising ap-
proach to effectively discover new sequential covering algorithms

Another general aspect of data mining issues is introduced in Chapter 7
with Evolutionary Design of code-matrices for multi-class problems. Given
a dataset containing data whose classes are known, Machine Learning algo-
rithms can be employed for the induction of a classifier able to predict the class
of new data from the same domain, performing the desired discrimination.
Several machine learning techniques are originally conceived for the solution
of problems with only two classes. In multi-class applications, an alternative
frequently employed is to divide the original problem into binary subtasks,
whose results are then combined. The decomposition can be generally repre-
sented by a code-matrix, where each row corresponds to a codeword assigned
for one class and the columns represent the binary classifiers employed. This
chapter presents a survey on techniques for multi-class problems code-matrix
design. It also shows how evolutionary techniques can be employed to solve
this problem.
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4.3 Fuzzy logic methods

The role of Fuzzy Sets in Data Mining is introduced in Chapter 8. This
chapter discusses how fuzzy logic extends the envelop of the main data min-
ing tasks: clustering, classification, regression and association rules. The chap-
ter begins by presenting a formulation of the data mining using fuzzy logic
attributes. Then, for each task, the chapter provides a survey of the main
algorithms and a detailed description (i.e. pseudo-code) of the most popular
algorithms.

Continuing with the same area Chapter 9 addresses Support Vector
Machines and Fuzzy Systems. Fuzzy set theory and fuzzy logic provide
tools for handling uncertainties in data mining tasks. To design a fuzzy rule-
based classification system (fuzzy classifier) with good generalization ability
in a high dimensional feature space has been an active research topic for a long
time. As a powerful machine learning approach for data mining and pattern
recognition problems, support vector machine (SVM) is known to have good
generalization ability. More importantly, an SVM can work very well on a high
(or even infinite) dimensional feature space. This chapter presents a survey of
the connection between fuzzy classifiers and kernel machines.

KDD in Marketing with Genetic Fuzzy Systems is addressed in Chap-
ter 10. This chapter presents a new methodology to marketing (causal) mod-
eling. Specifically it is applied to a consumer behavior model used for the
experimentation. The characteristics of the problem (with uncertain data and
available knowledge from a marketing expert) and the multi objective opti-
mization make genetic fuzzy systems a good tool for this problem type. By
applying this methodology useful information patterns (fuzzy rules) are ob-
tained, which help to better understand the relations among the elements of
the marketing system being analyzed (consumer model in this case).

In Chapter 11 the fuzzy theme is continued with a Framework for Mod-
eling with Words. The learning of transparent models is an important and
neglected area of data mining. The data mining community has tended to
focus on algorithm accuracy with little emphasis on the knowledge represen-
tation framework. However, the transparency of a model will help practition-
ers greatly in understanding the trends and idea hidden behind the system.
In this chapter a random set based knowledge representation framework for
learning linguistic models is introduced. This framework is referred to as la-
bel semantics and a number of data mining algorithms are proposed. In this
framework, a vague concept is modeled by a probability distribution over a set
of appropriate fuzzy labels, which is called as mass assignment. The idea of
mass assignment provides a probabilistic approach for modeling uncertainty
based on pre-defined fuzzy labels.

4.4 Advanced soft computing methods and areas

A new soft computing methodology is introduced in Chapter 12, which ad-
dresses Swarm Intelligence algorithms for data clustering. Data mining
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tasks require fast and accurate partitioning of huge datasets, which may come
with a variety of attributes or features. This, in turn, imposes severe com-
putational requirements on the relevant clustering techniques. A family of
bio-inspired algorithms, well-known as Swarm Intelligence (SI) has recently
emerged that meets these requirements and has successfully been applied to a
number of real world clustering problems. This chapter explores the role of SI
in clustering different kinds of datasets. It finally describes a new SI technique
for partitioning any dataset into an optimal number of groups through one
run of optimization. Computer simulations undertaken in this research have
also been provided to demonstrate the effectiveness of the proposed algorithm.

In Chapter 13 another type of method for soft computing is revealed,
namely Diffusion method. This chapter describes a natural framework
based on diffusion processes for the multi-scale analysis of high-dimensional
data-sets. Many fields of research deal with high-dimensional data sets. Hyper
spectral images in remote sensing and in hyper-spectral microscopy, transac-
tions in banking monitoring systems are just a few examples for this type of
sets. Revealing the geometric structure of these data-sets is a preliminary step
to facilitate their efficient processing. Often, only a small number of parame-
ters govern the structure of the data-set. This number is the true dimension
of the data-set and is the motivation to reduce the dimensionality of the set.
Dimensionality reduction algorithms try to discover the true dimension of a
data set. The diffusion process scheme enables the description of the geometric
structures of such sets by utilizing the Newtonian paradigm according to which
a global description of a system can be derived by the aggregation of local
transitions. Specifically, a Markov process is used to describe a random walk
on the data set. The spectral properties of the Markov matrix that is asso-
ciated with this process are used to embed the data-set in a low-dimensional
space. This scheme also facilitates the parameterization of a data-set when
the high dimensional data-set is not accessible and only a pair-wise similarity
matrix is at hand.

Agent Technology as applied to Data Mining is introduced in Chapter
14. Today’s applications are required to extract knowledge from large, often
distributed, repositories of text, multimedia or hybrid content. The nature
of this quest makes it impossible to use traditional deterministic comput-
ing techniques. Instead, various soft computing techniques are employed to
meet the challenge for more sophisticated solutions in knowledge discovery.
Most notably, Data Mining (DM) is thought of as one of the state-of-the-
art paradigms. DM produces useful patterns and associations from large data
repositories that can later be used as knowledge nuggets, within the context of
any application. Individual facets of knowledge discovery, introduced by DM
techniques, often need to be orchestrated, integrated and presented to end
users in a unified way. Moreover, knowledge has to be exploited and embod-
ied in autonomous software for learning purposes and, hence, a more increased
performance. Agent Technology (AT) proves to be a promising paradigm that
is suitable for modeling and implementing the unification of DM tasks, as
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well as for providing autonomous entity models that dynamically incorporate
and use existing knowledge. Indeed, a plethora of multi-agent systems (MAS)
and other agent-related solutions for knowledge-based systems can be found
in the literature, and more specifically in the area of agent-based DM, as it is
explained in detail in this chapter.

The issue of error-tolerant item-set is presented in Chapter 15, which ad-
dresses Approximate Frequent Item-set Mining in the presence of ran-
dom noise. Frequent item-set mining has been a focused theme in data mining
research and an important first step in the analysis of data arising in a broad
range of applications. The traditional exact model for frequent item-set re-
quires that every item occur in each supporting transaction. However, real
application data is usually subject to random noise or measurement error,
which poses new challenges for the efficient discovery of frequent item-set from
the noisy data. Mining approximate frequent item-set in the presence of noise
involves two key issues: the definition of a noise-tolerant mining model and
the design of an efficient mining algorithm. This chapter gives an overview of
the approximate item-set mining algorithms in the presence of random noise
and examines several noise-tolerant mining approaches.

The impact of over fitting and over generalization on the clas-
sification accuracy in Data Mining is addressed in, Chapter 16, the last
chapter of the book. Many classification studies often times conclude with a
summary table, which presents performance results of applying various data
mining approaches on different datasets. No single method outperforms all
methods all the time. Further-more, the performance of a classification method
in terms of its false-positive and false-negative rates may be totally unpre-
dictable. Attempts to minimize any of the previous two rates, may lead to an
increase on the other rate. If the model allows for new data to be deemed as
unclassifiable when there is not adequate information to classify them, then
it is possible for the previous two error rates to be very low. However, at the
same time, the rate of having unclassifiable new examples may be very high.
The root to the above critical problem is the over fitting and overgeneral-
ization behaviors of a given classification approach when it is processing a
particular dataset.

Although the above situation is of fundamental importance to data mining,
it has not been studied from a comprehensive point of view. Thus, this chapter
analyzes the above issues in depth. It also proposes a new approach called
the Homogeneity-Based Algorithm (or HBA) for optimally controlling the
previous three error rates. This is done by first formulating an optimization
problem. The key development in this chapter is based on a special way for
analyzing the space of the training data and then partitioning it according to
the data density of different regions of this space. Next, the classification task
is pursued based on the previous partitioning of the training space. In this way,
the previous three error rates can be controlled in a comprehensive manner.
Some preliminary computational results seem to indicate that the proposed
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approach has a significant potential to fill in a critical gap in current data
mining methodologies.

.
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Summary. Neural networks have become standard and important tools for data
mining. This chapter provides an overview of neural network models and their appli-
cations to data mining tasks. We provide historical development of the field of neural
networks and present three important classes of neural models including feedforward
multilayer networks, Hopfield networks, and Kohonen’s self-organizing maps. Mod-
eling issues and applications of these models for data mining are discussed.
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1 Introduction

Neural networks or artificial neural networks are an important class of tools
for quantitative modeling. They have enjoyed considerable popularity among
researchers and practitioners over the last 20 years and have been successfully
applied to solve a variety of problems in almost all areas of business, indus-
try, and science (Widrow, Rumelhart & Lehr, 1994). Today, neural networks
are treated as a standard data mining tool and used for many data mining
tasks such as pattern classification, time series analysis, prediction, and clus-
tering. In fact, most commercial data mining software packages include neural
networks as a core module.

Neural networks are computing models for information processing and are
particularly useful for identifying the fundamental relationship among a set
of variables or patterns in the data. They grew out of research in artificial
intelligence; specifically, attempts to mimic the learning of the biological neu-
ral networks especially those in human brain which may contain more than
1011 highly interconnected neurons. Although the artificial neural networks
discussed in this chapter are extremely simple abstractions of biological sys-
tems and are very limited in size, ability, and power comparing biological
neural networks, they do share two very important characteristics: 1) parallel
processing of information and 2) learning and generalizing from experience.
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The popularity of neural networks is due to their powerful modeling ca-
pability for pattern recognition. Several important characteristics of neural
networks make them suitable and valuable for data mining. First, as opposed
to the traditional model-based methods, neural networks do not require sev-
eral unrealistic a priori assumptions about the underlying data generating
process and specific model structures. Rather, the modeling process is highly
adaptive and the model is largely determined by the characteristics or pat-
terns the network learned from data in the learning process. This data-driven
approach is ideal for real world data mining problems where data are plen-
tiful but the meaningful patterns or underlying data structure are yet to be
discovered and impossible to be pre-specified.

Second, the mathematical property of the neural network in accurately
approximating or representing various complex relationships has been well es-
tablished and supported by theoretic work (Chen and Chen, 1995; Cybenko,
1989; Hornik, Stinchcombe, and White 1989). This universal approximation
capability is powerful because it suggests that neural networks are more gen-
eral and flexible in modeling the underlying data generating process than tra-
ditional fixed-form modeling approaches. As many data mining tasks such as
pattern recognition, classification, and forecasting can be treated as function
mapping or approximation problems, accurate identification of the underlying
function is undoubtedly critical for uncovering the hidden relationships in the
data.

Third, neural networks are nonlinear models. As real world data or re-
lationships are inherently nonlinear, traditional linear tools may suffer from
significant biases in data mining. Neural networks with their nonlinear and
nonparametric nature are more cable for modeling complex data mining prob-
lems.

Finally, neural networks are able to solve problems that have imprecise
patterns or data containing incomplete and noisy information with a large
number of variables. This fault tolerance feature is appealing to data mining
problems because real data are usually dirty and do not follow clear probability
structures that typically required by statistical models.

This chapter aims to provide readers an overview of neural networks used
for data mining tasks. First, we provide a short review of major historical de-
velopments in neural networks. Then several important neural network models
are introduced and their applications to data mining problems are discussed.

2 A Brief History

Historically, the field of neural networks is benefited by many researchers in di-
verse areas such as biology, cognitive science, computer science, mathematics,
neuroscience, physics, and psychology. The advancement of the filed, however,
is not evolved steadily, but rather through periods of dramatic progress and
enthusiasm and periods of skepticism and little progress.
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The work of McCulloch and Pitts (1943) is the basis of modern view of
neural networks and is often treated as the origin of neural network field.
Their research is the first attempt to use mathematical model to describe how
a neuron works. The main feature of their neuron model is that a weighted sum
of input signals is compared to a threshold to determine the neuron output.
They showed that simple neural networks can compute any arithmetic or
logical function.

In 1949, Hebb (1949) published his book “The Organization of Behavior.”
The main premise of this book is that behavior can be explained by the
action of neurons. He proposed one of the first learning laws that postulated
a mechanism for learning in biological neurons.

In the 1950s, Rosenblatt and other researchers developed a class of neural
networks called the perceptrons which are models of a biological neuron. The
perceptron and its associated learning rule (Rosenblatt, 1958) had generated
a great deal of interest in neural network research. At about the same time,
Widrow and Hoff (1960) developed a new learning algorithm and applied it to
their ADALINE (Adaptive Linear Neuron) networks which is very similar to
perceptrons but with linear transfer function, instead of hard-limiting func-
tion typically used in perceptrons. The Widrow-Hoff learning rule is the basis
of today’s popular neural network learning methods. Although both percep-
trons and ADALINE networks have achieved only limited success in pattern
classification because they can only solve linearly-separable problems, they
are still treated as important work in neural networks and an understanding
of them provides the basis for understanding more complex networks.

The neural network research was hit by the book “Perceptrons” by Min-
sky and Papert (1969) who pointed out the limitation of the perceptrons and
other related networks in solving a large class of nonlinearly separable prob-
lems. In addition, although Minsky and Papert proposed multilayer networks
with hidden units to overcome the limitation, they were not able to find a
way to train the network and stated that the problem of training may be
unsolvable. This work causes much pessimism in neural network research and
many researchers have left the filed. This is the reason that during the 1970s,
the filed has been essentially dormant with very little research activity.

The renewed interest in neural network started in the 1980s when Hopfield
(1982) used statistical mechanics to explain the operations of a certain class
of recurrent network and demonstrated that neural networks could be trained
as an associative memory. Hopfield networks have been used successfully in
solving the Traveling Salesman Problem which is a constrained optimization
problem (Hopfield and Tank, 1985). At about the same time, Kohonen (1982)
developed a neural network based on self-organization whose key idea is to
represent sensory signals as two-dimensional images or maps. Kohonen’s net-
works, often called Kohonen’s feature maps or self-organizing maps, organized
neighborhoods of neurons such that similar inputs into the model are topo-
logically close. Because of the usefulness of these two types of networks in
solving real problems, more research was devoted to neural networks.
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The most important development in the field was doubtlessly the inven-
tion of efficient training algorithms—called backpropagation—for multilayer
perceptrons which have long been suspected to be capable of overcoming the
linear separability limitation of the simple perceptron but have not been used
due to lack of good training algorithms. The backpropagation algorithm, orig-
inated from Widrow and Hoff’s learning rule, formalized by Werbos (1974),
developed by Parker (1985), Rumelhart Hinton, and Williams (Rumelhart
Hinton & Williams, 1986) and others, and popularized by Rumelhart, et al.
(1986), is a systematic method for training multilayer neural networks. As a
result of this algorithm, multilayer perceptrons are able to solve many impor-
tant practical problems, which is the major reason that reinvigorated the filed
of neural networks. It is by far the most popular learning paradigm in neural
networks applications.

Since then and especially in the 1990s, there have been significant research
activities devoted to neural networks. In the last 15 years or so, tens of thou-
sands of papers have been published and numerous successful applications
have been reported. It will not be surprising to see even greater advancement
and success of neural networks in various data mining applications in the
future.

3 Neural Network Models

As can be seen from the short historical review of development of the neural
network field, many types of neural networks have been proposed. In fact,
several dozens of different neural network models are regularly used for a va-
riety of problems. In this section, we focus on three better known and most
commonly used neural network models for data mining purposes: the multi-
layer feedforward network, the Hopfield network, and the Kohonen’s map. It
is important to point out that there are numerous variants of each of these
networks and the discussions below are limited to the basic model formats.

3.1 Feedforward Neural Networks

The multilayer feedforward neural networks, also called multi-layer percep-
trons (MLP), are the most widely studied and used neural network model in
practice. According to Wong, Bodnovich, and Selvi (1997), about 95% of busi-
ness applications of neural networks reported in the literature use this type of
neural model. Feedforward neural networks are ideally suitable for modeling
relationships between a set of predictor or input variables and one or more
response or output variables. In other words, they are appropriate for any
functional mapping problem where we want to know how a number of input
variables affect the output variable(s). Since most prediction and classification
tasks can be treated as function mapping problems, the MLP networks are
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very appealing to data mining. For this reason, we will focus more on feed-
forward networks and many issues discussed here can be extended to other
types of neural networks.

Model Structure

An MLP is a network consisted of a number of highly interconnected simple
computing units called neurons, nodes, or cells, which are organized in layers.
Each neuron performs simple task of information processing by converting
received inputs into processed outputs. Through the linking arcs among these
neurons, knowledge can be generated and stored as arc weights regarding the
strength of the relationship between different nodes. Although each neuron
implements its function slowly and imperfectly, collectively a neural network
is able to perform a variety of tasks efficiently and achieve remarkable results.

Figure 1 shows the architecture of a three-layer feedforward neural network
that consists of neurons (circles) organized in three layers: input layer, hidden
layer, and output layer. The neurons in the input nodes correspond to the
independent or predictor variables that are believed to be useful for predicting
the dependent variables which correspond to the output neurons. Neurons in
the input layer are passive; they do not process information but are simply
used to receive the data patterns and then pass them into the neurons into
the next layer. Neurons in the hidden layer are connected to both input and
output neurons and are key to learning the pattern in the data and mapping
the relationship from input variables to the output variable. Although it is
possible to have more than one hidden layer in a multilayer networks, most
applications use only one layer. With nonlinear transfer functions, hidden
neurons can process complex information received from input neurons and
then send processed information to output layer for further processing to
generate outputs. In feedforward neural networks, the information flow is one
directional from the input to hidden then to output layer and there is no
feedback from the output.

Fig. 1. Multi-layer feedforward neural network
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