The titles published in this series are listed at the end of this volume.
## Contents

Foreword .......................................................... ix
Organizing Committee and International Scientific Committee ............ xi
Contributors ................................................................ xiii

### Part I  Environment and Health

Geostatistical Analysis of Health Data: State-of-the-Art and Perspectives  
*P. Goovaerts* ........................................................ 3

Early Detection and Assessment of Epidemics by Particle Filtering  
*C. Jégat, F. Carrat, C. Lajaunie and H. Wackernagel* ...................... 23

Improvement of Forecast Noise Levels in Confined Spaces by Means of Geostatistical Methods  
*G. A. Degan, D. Lippiello, M. Pinzari and G. Raspa* ..................... 37

Geostatistical Modeling of Environmental Sound Propagation  
*O. Baume, H. Wackernagel, B. Gauvreaux, F. Junker, M. Bérengier and J.-P. Chilès* ..................................................... 45

Geostatistical Estimation of Electromagnetic Exposure  
*Y. O. Isselmou, H. Wackernagel, W. Tabbara and J. Wiart* ............. 59

How Spatial Analysis Can Help in Predicting the Level of Radioactive Contamination of Cereals  
*C. Mercat-Rommens, J.-M. Metivier, B. Briand and V. Durand* ........... 71

Stochastic Modelling Applied to Air Quality Space-Time Characterization  
*A. Russo, R. M. Trigo and A. Soares* ....................................... 83

Automatic Mapping Algorithm of Nitrogen Dioxide Levels from Monitoring Air Pollution Data Using Classical Geostatistical Approach: Application to the French Lille City  
*G. Cardenas and E. Perdrix* ............................................... 95
King Prawn Catch by Grade Category from an Economic and a Stock Management Perspective
*U. Mueller, L. Bloom, M. Kangas and N. Caputi* .......................... 103

Part II Hydrology

Machine Learning Methods for Inverse Modeling
*D. M. Tartakovsky, A. Guadagnini and B. E. Wohlberg* .............................. 117

Statistical Moments of Reaction Rates in Subsurface Reactive Solute Transport
*X. Sanchez-Vila, A. Guadagnini, M. Dentz and D. Fernández-Garcia* ............ 127

Including Conceptual Model Information when Kriging Hydraulic Heads
*M. Rivest, D. Marcotte and P. Pasquier* ................................. 141

Effect of Sorption Processes on Pump-and-Treat Remediation Practices Under Heterogeneous Conditions
*M. Riva, A. Guadagnini and X. Sanchez-Vila* ............................. 153

A Stochastic Approach to Estimate Block Dispersivities that Includes the Effect of Mass Transfer Between Grid Blocks
*D. Fernández-Garcia and J. J. Gómez-Hernández* ........................1 65

Fracture Analysis and Flow Simulations in the Roselend Fractured Granite
*D. Patriarche, E. Pili, P. M. Adler and J.-F. Thovert* ........................... 175

Assessment of Groundwater Salinisation Risk Using Multivariate Geostatistics
*A. Castrignanò, G. Buttafuoco and C. Giasi* ............................. 191

A MultiGaussian Kriging Application to the Environmental Impact Assessment of a New Industrial Site in Alcoy (Spain)
*J. R. Ilarri and J. J. Gómez-Hernández* .............................. 203

Hydrogeological Modeling of Radionuclide Transport in Heterogeneous Low-Permeability Media: A Comparison Between Boom Clay and Ieper Clay
*M. Huysmans and A. Dassargues* ................................. 211

Topological Kriging of Runoff
*J. O. Skøien and G. Blöschl* ................................. 221
Part III  Meteorology

Quantifying the Impact of the North Atlantic Oscillation on Western Iberia
R. M. Trigo ................................................................. 235

Monthly Average Temperature Modelling
M. Andrade-Bejarano .................................................... 247

Improving the Areal Estimation of Rainfall in Galicia (NW Spain)
Using Digital Elevation Information
J. M. M. Avalos and A. P. González .................................. 263

Identification of Inhomogeneities in Precipitation
Time Series Using Stochastic Simulation
A. C. M. Costa, J. Negreiros and A. Soares .................................. 275

Bayesian Classification of a Meteorological Risk Index
for Forest Fires: DSR
R.M. Durão, A. Soares, J.M.C. Pereira, J.A. Corte-Real
and M.F.E.S. Coelho .................................................. 283

Part IV  Remote Sensing

Super Resolution Mapping with Multiple Point Geostatistics
A. Boucher ................................................................. 297

Super-Resolution Mapping Using the Two-Point
Histogram and Multi-Source Imagery
P. M. Atkinson ............................................................... 307

Dating Fire Events on End of Season Maps of Burnt Scars
T. J. Calado and C. C. DaCamara ................................... 323

Influence of Climate Variability on Wheat Production in Portugal
C. Gouveia and R. M. Trigo ............................................... 335

Part V  Soil

Joint Simulation of Mine Spoil Uncertainty for Rehabilitation
Decision Making
R. Dimitrakopoulos and S. Mackie ...................................... 349

Temporal Geostatistical Analyses of N₂O Fluxes from Differently
Treated Soils
J. M. M. Avalos, A. Furon, C. Wagner-Riddle and A. P. González .......... 361
Zinc Baseline Level and its Relationship with Soil Texture in Flanders, Belgium
T. Meklit, M. V. Meirvenne, F. Tack, S. Verstraete, E. Gommeren and E. Sevens .......................... 373

Assessing the Quality of the Soil by Stochastic Simulation
A. Horta, J. Carvalho and A. Soares .................................. 385

Interpolation of Soil Moisture Content Aided by FDR Sensor Observations

Geostatistics for Contaminated Sites and Soils: Some Pending Questions
D. D’Or, H. Demougeot-Renard and M. Garcia .......................... 409

Evaluation of an Automatic Procedure Based on Geostatistical Methods for the Characterization of Contaminated Sediments
G. Raspa, C. Innocenti, F. Marconi, E. Mumelter and A. Salmeri ............... 421

Part VI    Methods

Nonlinear Spatial Prediction with Non-Gaussian Data: A Maximum Entropy Viewpoint
P. Bogaert and D. Fasbender ............................................ 445

Data Fusion in a Spatial Multivariate Framework: Trading off Hypotheses Against Information
D. Fasbender and P. Bogaert ............................................. 457

The Challenge of Real-Time Automatic Mapping for Environmental Monitoring Network Management
E. J. Pebesma, G. Dubois and D. Cornford ............................. 467

Geostatistical Applications of Spartan Spatial Random Fields
S. N. Elogne and D. T. Hristopulos ................................. 477

A New Parallelization Approach for Sequential Simulation
H.S. Vargas, H. Caetano and H. Mata-Lima ............................. 489

Clustering in Environmental Monitoring Networks: Dimensional Resolutions and Pattern Detection
D. Tuia, C. Kaiser and M. Kanevski .................................. 497
Foreword

geoENV: Ten Years Later

The environment has unquestionably become a key topic of focus and concern for today’s society, encompassing themes that include sustainable development, climate change, reduction of biological diversity, and carbon emissions along with the need for new energy paradigms. These themes are no longer the exclusive domain of academic and scientific exploration. They are now high-priority issues for governments and environmental agencies of all industrialized countries because of the tremendous effects on the industrialized and, to an even greater extent, developing world. Quantifying and predicting global environmental impacts and risks encompasses political, social, economic as well as technical dimensions, and is now an integral part of strategic planning for both governments and international organizations.

Geostatistics has become an important set of technical tools for environmental problem-solving, in particular spatial and temporal assessment of uncertainty of physical/environmental phenomena and related natural resources. Geostatistics has been applied to a variety of fields from the characterization of desertification, degradation of soil, air and water quality, to the evaluation of health and pollutant space-time relationships in the field of environmental epidemiology, and the assessment of climatic and meteorology for predicting the dynamic of natural phenomena.

Geostatistics for Environmental Applications (geoENV), a series of bi-annual conferences, was started in 1996 with the ambitious goal of bringing together the disparate geostatistical community to discuss ideas and methods regarding new and diverse applications in the environmental field. Thanks to everyone involved in the organization and scientific coordination of the conferences, first in Lisbon, then Valencia, Avignon, Barcelona, Neuchâtel and most recently in Rhodes, the geoENV international conferences and subsequent publication of selected papers have contributed to maintaining the high standards of scientific quality in approaching the diversity of new environmental modeling problems. Ten years after Lisbon, we are proud to see that geoENV has become a well-respected and well-supported scientific project.

This book marks the first decade of geoENV and reflects the status of the most up-to-date research in the field as presented in Rhodes. As in past years, scientists
who approach environmental problems with different methodological perspectives than those encountered in our field, were invited to present their methodologies at geoENV conferences, with the goal of enriching our own field through cross-fertilization with related fields and their approaches, concepts, tools and developments. Ricardo Trigo, the keynote speaker in Rhodes, introduced us to new methods for modeling climate change and assessing corresponding impacts on natural resources and human health. The additional two keynote papers from Pierre Goovaerts and Philippe Renard presented the state of the art of geostatistical applications in analyzing public health data and stochastic hydrology, respectively. The 42 papers of this book were presented in oral sessions of Methods, Environment and Health, Soil, Hydrology, Remote Sensing and Meteorology.

We would like to thank to all the authors and reviewers for their outstanding efforts and technical contributions to the present volume.
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Part I
Environment and Health
Geostatistical Analysis of Health Data: 
State-of-the-Art and Perspectives

P. Goovaerts

Abstract The analysis of health data and putative covariates, such as environmental, socio-economic, behavioral or demographic factors, is a promising application for geostatistics. It presents, however, several methodological challenges that arise from the fact that data are typically aggregated over irregular spatial supports and consist of a numerator and a denominator (i.e. population size). This paper presents an overview of recent developments in the field of health geostatistics, with an emphasis on three main steps in the analysis of aggregated health data: estimation of the underlying disease risk, detection of areas with significantly higher risk, and analysis of relationships with putative risk factors. The analysis is illustrated using age-adjusted cervix cancer mortality rates recorded over the 1970–1994 period for 118 counties of four states in the Western USA. Poisson kriging allows the filtering of noisy mortality rates computed from small population sizes, enhancing the correlation with two putative explanatory variables: percentage of habitants living below the federally defined poverty line, and percentage of Hispanic females. Area-to-point kriging formulation creates continuous maps of mortality risk, reducing the visual bias associated with the interpretation of choropleth maps. Stochastic simulation is used to generate realizations of cancer mortality maps, which allows one to quantify numerically how the uncertainty about the spatial distribution of health outcomes translates into uncertainty about the location of clusters of high values or the correlation with covariates. Last, geographically-weighted regression highlights the non-stationarity in the explanatory power of covariates: the higher mortality values along the coast are better explained by the two covariates than the lower risk recorded in Utah.

1 Introduction

Since its early development for the assessment of mineral deposits, geostatistics has been used in a growing number of disciplines dealing with the analysis of data
distributed in space and/or time. One field that has received little attention in the geostatistical literature is medical geography or spatial epidemiology, which is concerned with the study of spatial patterns of disease incidence and mortality and the identification of potential “causes” of disease, such as environmental exposure or socio-demographic factors (Waller and Gotway 2004). This lack of attention contrasts with the increasing need for methods to analyze health data following the emergence of new infectious diseases (e.g. West Nile Virus, bird flu), the higher occurrence of cancer mortality associated with longer life expectancy, and the burden of a widely polluted environment on human health.

Individual humans represent the basic unit of spatial analysis in health research. However, because of the need to protect patient privacy publicly available data are often aggregated to a sufficient extent to prevent the disclosure or reconstruction of patient identity. The information available for human health studies thus takes the form of disease rates, e.g. number of deceased or infected patients per 100,000 habitants, aggregated within areas that can span a wide range of scales, such as census units, counties or states. Associations can then be investigated between these areal data and environmental, socio-economic, behavioral or demographic covariates. Figure 1 shows an example of datasets that could support a study of the impact of demographic and socio-economic factors on cervix cancer mortality. The top map shows the spatial distribution of age-adjusted mortality rates recorded over the 1970-1994 period for 118 counties of four states in the Western USA. The corresponding population at risk is displayed in the middle map, either aggregated within counties or assigned to 25 km$^2$ cells. The bottom maps show two putative explanatory variables: percentage of habitants living below the federally defined poverty line, and percentage of Hispanic females. Indeed, Hispanic women tend to have elevated risk of cervix cancer, while poverty reduces access to health care and to early detection through the Pap smear test in particular (Friedell et al. 1992). These socio-demographic data are available at the census block level and were assigned to the nodes of a 5 km spacing grid for the purpose of this study (same resolution as the population map).

A visual inspection of the cancer mortality map conveys the impression that rates are much higher in the centre of the study area (Nye and Lincoln Counties), as well as in one Northern California county. This result must however be interpreted with caution since the population is not uniformly distributed across the study area and rates computed from sparsely populated counties tend to be less reliable, an effect known as “small number problem” and illustrated by the top scattergram in Fig. 1. The use of administrative units to report the results (i.e. counties in this case) can also bias the interpretation: had the two counties with high rates been much smaller in size, these high values likely would have been perceived as less problematic. Last, the mismatch of spatial supports for cancer rates and explanatory variables prevents their direct use in the correlation analysis.

Unlike datasets typically analyzed by geostatisticians, the attributes of interest are here measured exhaustively. Ordinary kriging, the backbone of any geostatistical analysis, thus seems of little use. Yet, I see at least three main applications of geostatistics for the analysis of such aggregated data:
1. Filtering of the noise caused by the small number problem using a variant of kriging with non-systematic measurement errors.

2. Modeling of the uncertainty attached to the map of filtered rates using stochastic simulation, and propagation of this uncertainty through subsequent analysis, such as the detection of aggregate of counties (clusters) with significantly higher or lower rates than neighboring counties.

3. Disaggregation of county-level data to map cancer mortality at a resolution compatible with the measurement support of explanatory variables.

Goovaerts (2005a, 2006a,b) introduced a geostatistical approach to address all three issues and compared its performances to empirical and Bayesian methods which have been traditionally used in health science. The filtering method is based on Poisson kriging and semivariogram estimators developed by Monestiez et al. (2006) for mapping the relative abundance of species in the presence of spatially heterogeneous observation efforts and sparse animal sightings. Poisson kriging was combined with p-field simulation to generate multiple realizations of the spatial distribution of cancer mortality risk. A limitation of all these studies is the assumption that the size and shape of geographical units, as well as the distribution of the population within those units, are uniform, which is clearly inappropriate in the example of Fig. 1.

The last issue of change of support was addressed recently in the geostatistical literature (Gotway and Young 2002, 2005; Kyriakidis 2004). In its general form kriging can accommodate different spatial supports for the data and the prediction, while ensuring the coherence of the predictions so that disaggregated estimates of count data are non-negative and their sum is equal to the original aggregated count. The coherence property needs however to be tailored to the current situation where aggregated rate data have various degree of reliability depending on the size of the population at risk (Goovaerts, 2006b).

This paper discusses how geostatistics can benefit three main steps of the analysis of aggregated health data: estimation of the underlying disease risk, detection of areas with significantly higher risk, and analysis of relationships with putative risk factors. An innovative procedure is proposed for the deconvolution of the semivariogram of aggregated rates and the disaggregation of these rates, accounting for heterogeneous population densities and the shape and size of administrative units. The different concepts are illustrated using the cervix cancer data of Fig. 1.

2 Estimating Mortality Risk from Observed Rates

For a given number $N$ of entities $v_\alpha$ (e.g. counties), denote the observed mortality rates as $z(v_\alpha) = d(v_\alpha)/n(v_\alpha)$, where $d(v_\alpha)$ is the number of recorded mortality cases and $n(v_\alpha)$ is the size of the population at risk. Let us assume for now that all entities $v_\alpha$ have similar shapes and sizes, with a uniform population density. These entities can thus be referenced geographically by their centroids with the vector of spatial
Fig. 1 Geographical distribution of cervix cancer mortality rates recorded for white females over the period 1970–1994, and the corresponding population at risk (aggregated within counties or assigned to 25 km$^2$ cells). Scatterplot illustrates the larger variance of rates computed from sparsely populated counties. Bottom maps show two putative risk factors: percentage of habitants living below the federally defined poverty line, and percentage of Hispanic females.

coordinate’s $\mathbf{u}_\alpha = (x_\alpha, y_\alpha)$. The disease count $d(\mathbf{u}_\alpha)$ is interpreted as a realization of a random variable $D(\mathbf{u}_\alpha)$ that follows a Poisson distribution with one parameter (expected number of counts) that is the product of the population size $n(\mathbf{u}_\alpha)$ by the local risk $R(\mathbf{u}_\alpha)$, see Goovaerts (2005a) for more details.
In Poisson kriging (PK), the risk over a given entity \( v_\alpha \) is estimated as a linear combination of the kernel rate \( z(u_i) \) and the rates observed in \((K-1)\) neighboring entities:

\[
\hat{r}_{PK}(u_\alpha) = \sum_{i=1}^{K} \lambda_i(u_\alpha)z(u_i)
\]

where \( \lambda_i(u_\alpha) \) is the weight assigned to the rate \( z(u_i) \) when estimating the risk at \( u_\alpha \). The \( K \) weights are the solution of the following system of linear equations:

\[
\sum_{j=1}^{K} \lambda_j(u_\alpha) \left[ C_R(u_i - u_j) + \delta_{ij} \frac{m^*}{n(u_i)} \right] + \mu(u_\alpha) = C_R(u_i - u_\alpha) \quad i = 1, \ldots, K
\]

where \( \delta_{ij}=1 \) if \( u_i=u_j \) and 0 otherwise, and \( m^* \) is the population-weighted mean of the \( N \) rates. The addition of an “error variance” term, \( m^*/n(u_i) \), for a zero distance accounts for variability arising from population size, leading to smaller weights for less reliable data (i.e. measured over smaller populations). The prediction variance associated with the estimate (1) is computed using the traditional formula for the ordinary kriging variance:

\[
\sigma^2_{PK}(u_\alpha) = C_R(0) - \sum_{i=1}^{K} \lambda_i(u_\alpha)C_R(u_i - u_\alpha) - \mu(u_\alpha)
\]

The computation of kriging weights and kriging variance (Equations (2) and (3)) requires knowledge of the covariance of the unknown risk, \( C_R(h) \), or equivalently its semivariogram \( \gamma_R(h)=C_R(0)-C_R(h) \). Following Monestiez et al. (2006) the semivariogram of the risk is estimated as:

\[
\hat{\gamma}_R(h) = \frac{1}{2} \sum_{a=1}^{N(h)} \left\{ \frac{n(u_\alpha)n(u_\alpha+h)}{n(u_\alpha)+n(u_\alpha+h)} \left[ z(u_\alpha) - z(u_\alpha+h) \right]^2 - m^* \right\}
\]

where the different pairs \([z(u_\alpha) - z(u_\alpha+h)]\) are weighted by the corresponding population sizes to homogenize their variance.

### 2.1 Area-to-Area (ATA) Poisson Kriging

In the situation where the geographical entities have very different shapes and sizes, areal data can not be simply collapsed into their respective polygon centroids. Following the terminology in Kyriakidis (2004), ATA kriging refers to the case where
both the prediction and measurement supports are blocks (or areas) instead of points. The PK estimate (1) for the areal risk value \( r(v_\alpha) \) thus becomes:

\[
\hat{r}_{PK}(v_\alpha) = \sum_{i=1}^{K} \lambda_i (v_\alpha) z(v_i) \tag{5}
\]

The Poisson kriging system (2) is now written as:

\[
\sum_{j=1}^{K} \lambda_j (v_\alpha) \left[ \bar{C}_R(v_i, v_j) + \delta_{ij} \frac{m*}{n(v_i)} \right] + \mu(v_\alpha) = \bar{C}_R(v_i, v_\alpha) \quad i = 1, \ldots, K
\]

\[
\sum_{j=1}^{K} \lambda_j (v_\alpha) = 1. \tag{6}
\]

The main change is that point-to-point covariance terms \( C_R(u_i - u_j) \) are replaced by area-to-area covariances \( \bar{C}_R(v_i, v_j) = \text{Cov}(Z(v_i), Z(v_j)) \). Like in the traditional block kriging, those covariances are approximated by the average of the point support covariance \( C(h) \) computed between any two locations discretizing the areas \( v_i \) and \( v_j \):

\[
\bar{C}_R(v_i, v_j) = \frac{1}{P_i \sum_{s=1}^{P_i}} P_j \sum_{s'=1}^{P_j} w_{ss'} C(u_s, u_{s'}) \tag{7}
\]

where \( P_i \) and \( P_j \) are the number of points used to discretize the two areas \( v_i \) and \( v_j \), respectively. For the example of Fig. 1 a grid with a spacing of 5 km was overlaid over the study area, yielding a total of 11 to 2,082 discretizing points per county depending on its area. The high-resolution population map in Fig. 1 clearly shows the heterogeneous distribution of population within counties. To account for spatially varying population density in the computation of the area-to-area covariance, the weights \( w_{ss'} \) were identified to the product of population sizes within the 25 km\(^2\) cells centred on the discretizing point \( u_s \) and \( u_{s'} \):

\[
w_{ss'} = n(u_s) \times n(u_{s'}) \text{ with } \sum_{s=1}^{P_i} n(u_s) = n(v_i) \text{ and } \sum_{s'=1}^{P_j} n(u_{s'}) = n(v_j) \tag{8}
\]

The kriging variance for the areal estimator is computed as:

\[
\sigma^2_{PK}(v_\alpha) = \bar{C}_R(v_\alpha, v_\alpha) - \sum_{i=1}^{K} \lambda_i (v_\alpha) \bar{C}_R(v_i, v_\alpha) - \mu(v_\alpha) \tag{9}
\]
where $\bar{C}_R(v_\alpha, u_\alpha)$ is the within-area covariance that depends on the form of the geographical entity $v_\alpha$ and decreases as its area increases. Thus, ignoring the size of the prediction support in the computation of the kriging variance (3) can lead to a systematic overestimation of the prediction variance of large blocks.

2.2 Area-to-Point (ATP) Poisson Kriging

A major limitation of choropleth maps is the common biased visual perception that larger rural and sparsely populated areas are of greater importance. A solution is to create continuous maps of mortality risk, which amounts to perform a disaggregation or area-to-point interpolation. At each discretizing point $u_s$ within an entity $v_\alpha$, the risk $r(u_s)$ can be estimated as the following linear combination of areal data:

$$\hat{r}_{PK}(u_s) = \sum_{i=1}^{K} \lambda_i(u_s) z(v_i)$$  \hspace{1cm} (10)

The Poisson kriging system is similar to system (6), except for the right-hand-side term where the area-to-area covariances $\bar{C}_R(v_i, v_\alpha)$ is replaced by the area-to-point covariance $\bar{C}_R(v_i, u_s)$. The latter is approximated by a procedure similar to the one described in equation (7). A critical property of the ATP kriging estimator is its coherence, that is the aggregation of the $P_\alpha$ point risk estimates within any given entity $v_\alpha$ yields the areal risk estimate $\hat{r}_{PK}(v_\alpha)$:

$$\hat{r}_{PK}(v_\alpha) = \frac{1}{n(v_\alpha)} \sum_{s=1}^{P_\alpha} n(u_s) \hat{r}_{PK}(u_s)$$  \hspace{1cm} (11)

Condition (11) differs from the constraint commonly found in the geostatistical literature (Kyriakidis, 2004) in that: 1) the observation $z(v_\alpha)$ is uncertain, hence it is the reproduction of the PK risk estimate $\hat{r}_{PK}(v_\alpha)$ that is imposed, and 2) the incorporation of the population density in the computation of the areal covariance implies that it is the population-weighted average of the point risk estimates, not their arithmetical average, that satisfies the coherence condition. The constraint (11) is satisfied if the same $K$ areal data are used for the estimation of the $P_\alpha$ point risk estimates. Indeed, in this case the population-weighted average of the right-hand-side covariance terms of the $K$ ATP kriging systems is equal to the right-hand-side covariance of the single ATA kriging system:

$$\frac{1}{n(v_\alpha)} \sum_{s=1}^{P_\alpha} n(u_s) C_R(v_i, u_s) = \frac{1}{n(v_i)} \sum_{s=1}^{P_i} n(u_s) \left[ \frac{1}{n(v)} \sum_{s'=1}^{P} n(u_s') C(u_s', u_s) \right] \hspace{1cm} (12)$$

$$= C_R(v_i, v_\alpha),$$
per relations (7) and (8). Therefore, the following relationship exists between the two sets of ATA and ATP kriging weights:

$$\lambda_i(v_\alpha) = \frac{1}{n(v_\alpha)} \sum_{s=1}^{P_v} n(u_s) \lambda_i(u_s) \quad i = 1, \ldots, K$$

(13)

which ensures the coherence of the estimation.

### 2.3 Deconvolution of the Semivariogram of the Risk

Both ATA and ATP kriging require knowledge of the point support covariance of the risk $C(h)$, or equivalently the semivariogram $\gamma(h)$. This function cannot be estimated directly from the observed rates, since only aggregated data are available. Derivation of a point support semivariogram from the experimental semivariogram of areal data is called “deconvolution”, an operation that is frequent in mining and has been the topic of much research (Journel and Huijbregts, 1978). However, in typical mining applications all blocks (areas) have the same size and shape, which makes the deconvolution reasonably straightforward. Goovaerts (2008) proposed an iterative approach to conduct the deconvolution in presence of irregular geographical units. This innovative algorithm starts with the derivation of an initial deconvoluted model $\gamma^{(0)}(h)$; for example the model $\gamma_R(h)$ fitted to the areal data. This initial model is then regularized using the following expression:

$$\gamma_{\text{regul}}(h) = \bar{\gamma}^{(0)}(v, v_h) - \bar{\gamma}_h^{(0)}(v, v)$$

(14)

where $\bar{\gamma}^{(0)}(v, v_h)$ is the area-to-area semivariogram value for any two counties separated by a distance $h$. It is approximated by the population-weighted average (7), using $\gamma^{(0)}(h)$ instead of $C(h)$. The second term, $\bar{\gamma}_h^{(0)}(v, v)$, is the within-area semivariogram value. Unlike the expression commonly found in the literature, this term varies as a function of the separation distance since smaller areas tend to be paired at shorter distances. To account for heterogeneous population density, the distance between any two counties is estimated as a population-weighted average of distances between locations discretizing the pair of counties:

$$\text{Dist}(v_i, v_j) = \frac{1}{\sum_{s=1}^{P_i} \sum_{s'=1}^{P_j} n(u_s)n(u_{s'}) ||u_s - u_{s'}||}$$

(15)

Note that the block-to-block distances (15) are numerically very close to the Euclidean distances computed between population-weighted centroids (Goovaerts, 2006b). The theoretically regularized model, $\gamma_{\text{regul}}(h)$, is compared to the model fitted to experimental values, $\gamma_R(h)$, and the relative difference between the two curves,
denoted $D$, is used as optimization criterion. A new candidate point-support semi-
variogram $\gamma^{(1)}(h)$ is derived by rescaling of the initial point-support model $\gamma^{(0)}(h)$, and then regularized according to expression (14). Model $\gamma^{(1)}(h)$ becomes the new optimum if the theoretically regularized semivariogram model $\gamma^{(1)}_{\text{regul}}(h)$ gets closer to the model fitted to areal data, that is if $D^{(1)} < D^{(0)}$. Rescaling coefficients are then updated to account for the difference between $\gamma^{(1)}_{\text{regul}}(h)$ and $\gamma_R(h)$, leading to a new candidate model $\gamma^{(2)}(h)$ for the next iteration. The procedure stops when the maximum number of allowed iterations has been tried (e.g. 35 in this paper) or the decrease in the $D$ statistic becomes negligible from one iteration to the next. The use of lag-specific rescaling coefficients provides enough flexibility to modify the initial shape of the point-support semivariogram and makes the deconvolution insensitive to the initial solution adopted. More details and simulation studies are available in Goovaerts (2006b, 2008).

### 2.4 Application to the Cervix Cancer Mortality Data

Figure 2 (top graph, dark gray curve) shows the experimental and model semi-
variograms of cervix cancer mortality risk computed from aggregated data using
estimator (4) and the distance measure (15). This model is then deconvoluted and, as expected, the resulting model (light gray curve) has a higher sill since the punctual process has a larger variance than its aggregated form. Its regularization using expression (14) yields a semivariogram model that is close to the one fitted to experimental values, which validates the consistency of the deconvolution.

The deconvoluted model was used to estimate aggregated risk values at the county level (ATA kriging) and to map the spatial distribution of risk values within counties (ATP kriging). Both maps are much smoother than the map of raw rates since the noise due to small population sizes is filtered. In particular, the high risk area formed by two central counties in Fig. 1 disappeared, which illustrates how hazardous the interpretation of the map of observed rates can be. The highest risk (4.081 deaths/100,000 habitants) is predicted for Kern County, just west of Santa Barbara County. ATP kriging map shows that the high risk is not confined to this sole county but spreads over four counties, which is important information for designing prevention strategies. By construction, aggregating the ATP kriging estimates within each county using the population density map of Fig. 1 (right medium graph) yields the ATA kriging map.

The map of ATA kriging variance essentially reflects the higher confidence in the mortality risk estimated for counties with large populations. The distribution of population can however be highly heterogeneous in large counties with contrasted urban and rural areas. This information is incorporated in the ATP kriging variance map that shows clearly the location of urban centers, such as Los Angeles, San Francisco, Salt Lake City, Las Vegas or Tucson. The variance of point risk estimates is much larger than the county-level estimates, as expected.
Fig. 2 Experimental semivariogram of the risk estimated from county-level rate data, and the results of its deconvolution (top curve). The regularization of the point support model yields a curve (black dashed line) that is very close to the experimental one. The model is then used to estimate the cervix cancer mortality risk (deaths/100,000 habitants) and associated prediction variance at the county level (ATA kriging) or at the nodes of a 5 km spacing grid (ATP kriging).

3 Detection of Spatial Clusters and Outliers

Mapping cancer risk is a preliminary step towards further analysis that might highlight areas where causative exposures change through geographic space, the