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where relevant, I have provided the same material in more than one chapter,
so you don’t have to flip back and forth between chapters to get the full pic-
ture on a topic. 
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Installation and Migration

Part 1 of the eDirectory Field Guide emphasizes things you need to know

while installing or upgrading eDirectory. It is comprehensive insofar as it

deals with the nuances of all the eDirectory-supported platforms, but

it does not give step-by-step instructions on how to install or upgrade

eDirectory. The purpose of Part 1 is to complement the Novell eDirectory

Administration Guide to ensure that you have a successful experience

while installing or migrating to eDirectory. However, it does include tips

and tricks that are not contained in the Novell eDirectory Administration

Guide.
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Installation

The following topics are covered in this chapter:

• Prerequisites

• Supported operating systems

• Applying patches

• Hardware considerations

• Server-to-server communication

• NetWare

• Microsoft Windows

• Linux, Solaris, HPUX, and AIX

• General recommendations

• Time-synchronization considerations

• Troubleshooting installation failures

• NetWare

• Microsoft Windows

• *nix

• Capturing a DSTRACE log

Prerequisites
This chapter does not go into detailed eDirectory installation procedures,
but rather discusses tips on how you can prevent failed installations and how
you can troubleshoot various issues that may arise during the installation
and configuration of eDirectory. For general information about installing
Novell eDirectory, please see the Novell eDirectory Administration Guide for
your version of eDirectory at http://www.novell.com/documentation.

C H A P T E R  1
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It is beyond the scope of this chapter to discuss in detail all prerequisites
for the installation of eDirectory, but I will discuss in this section the specific
issues for you to pay special attention to before you install eDirectory.

Supported Operating Systems
As new releases of eDirectory are shipped, it is important to read the new
README files and current documentation. Most releases of eDirectory,
including Interim Releases (IRs), often drop certain operating systems and
architectures and consistently add others. A good example of this can be
seen with eDirectory 8.7.3 IR3. eDirectory 8.7.3 IR2 supported Red Hat Linux
Advanced Server (AS) 2.1. eDirectory 8.7.3 IR3 added support for Red Hat
AS 3.0. 

Decisions made by Novell to drop support for a particular operating sys-
tem (OS) or platform are often driven by the OS vendor’s support position.
As the OS vendor drops support for a particular OS version, eDirectory often
drops support for that OS version as well.

Applying Patches
Another point of consideration is to keep your current eDirectory environ-
ment updated with the latest patches. As eDirectory IRs or support packs
are released, recommendations of associated security component versions
(NICI, NMAS, PKI, and NTLS) are listed in the IR patch README files. In the
latest eDirectory IRs (IR4 or greater), the recommended security component
patches are bundled with the eDirectory patch. To ensure quality and relia-
bility, it is important to apply all patches together. Novell tests the security
components and eDirectory patches together as a suite. 

Hardware Considerations
Novell’s documentation for eDirectory (http://www.novell.com/documentation)
lists the minimum versions of the supported operating system as well as the
minimum support packs that need to be in place to install eDirectory. These
requirements change often. Make sure that you review the prerequisites
listed in the eDirectory documentation before you install eDirectory.

An important note to keep in mind is that the prerequisites listed in
the eDirectory documentation are minimum prerequisites. Most of the
minimums are based on an average system, which is somewhere around
500 users. It is critical that you determine how eDirectory will be used in your
environment. Determining what operating system or what platform should
be used for each business solution is out of the scope of this book. However,
Novell has published good documents on how to determine what resources
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are needed for each business solution. (See eDirectory LogicSource ➤
eDirectory Best Practices at Novell’s subscription page, http://support.
novell.com/subscriptions/, for more information on selecting operating
systems and platforms that are right for your environment.)

If the hardware and operating system that you have selected do not have
the resources required for how you want to implement eDirectory, failure
and dissatisfaction will certainly follow. When determining what hardware to
use, you first need to identify the biggest potential bottlenecks. Next, make
that bottleneck large enough to handle the maximum amount of informa-
tion that you need out of eDirectory. The major bottlenecks for eDirectory
are described in the following sections.

Memory

Large numbers of objects and a lot of search requests will require more
memory than other operations. According to Novell testing, allocating more
than 1 GB of memory toward eDirectory database cache may actually
decrease performance.

Number of Processors (CPUs)

If a large number of concurrent users are on the eDirectory servers, more
CPUs will show performance increases.

Speed of Processors (CPUs)

The faster the processor, the more transactions per second that will be
achieved. Remember that this statement is true only if the processor is
maxed out (seeing high utilization). If the processor is not maxed out,
there is another bottleneck and increasing processor speed will not help.

I/O Channel

If the database is too large to fit all objects into memory, the I/O channels
will be a factor for all types of transactions. Typically, with large databases,
the I/O channel is the biggest bottleneck. The following are some general
recommendations:

• Increasing disk cache usually improves search performance. The I/O
channel to memory is much faster than the I/O channel to the physical
disk.

• Increasing the maximum dirty cache can improve systems that have a
large number of writes.

• Increasing free disk space may help reduce high utilization, which can
occur if there is not enough available local disk space.
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■Note The preceding recommendations may vary depending on your system and how
the database is utilized.

Server-to-Server Communication
When an eDirectory server is added into an existing tree, the eDirectory
Directory Agent (DA) needs a way to locate the server address of a server that
holds a copy of the root partition of the tree. The DA on the new server must
contact a copy of root for the following reasons:

• The DA needs to request the schema from the server holding a copy
of root.

• The DA needs to make a request to add a new NCP server object into
the existing eDirectory tree.

For all of this to occur, a connection must be established between the
new server’s DA and the DA on the server that holds a copy of the root parti-
tion. The root server’s address must be obtained in order for a connection to
be made. The methodology used to obtain the root server’s address depends
on the operating system that resides on the server that is being added to the
eDirectory tree. Each address discovery method for each operating system is
briefly discussed in the following sections.

NetWare
NetWare uses a proprietary version of Windows Sockets (Winsock) to per-
form the tree name resolution. NetWare’s registry lists the namespaces that
are available for service resolution. By default, Winsock is configured on
NetWare 6.5 to try the following namespaces in the listed order:

• Domain Name Service (DNS)

• SYS:\ETC\HOSTS

• Service Location Protocol (SLP) (used by the TCP protocol)

• Service Advertising Protocol (SAP) (used by the IPX protocol)

Because SLP and SAP are the only namespace providers that store
eDirectory tree names, DNS and the static HOSTS file cannot be used during
the installation.
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If the tree is not registered in SLP or SAP, or the name lookup fails for
some other reason, eDirectory will allow you to manually specify the IP
address at installation time.

Microsoft Windows
With eDirectory 8.7.1 and greater running on Microsoft Windows, eDirectory
has three ways of discovering the tree name:

• SLP provided by Novell Client32: Novell Client32 ships with an SLP
User Agent (UA). The UA communicates with a DA to query for service
information. In order for this to work properly, Client32 needs to be
configured to query the DA and the scope in which the server holding
a copy of the root partition is registered.

■Note For more information on how to configure SLP for Novell Client32, see the
Novell Client32 documentation at http://www.novell.com/documentation.

• SLP provided through OpenSLP: When installing eDirectory 8.7.3 or
greater onto Microsoft Windows, the installation checks to see if Novell
Client32 is installed on the Windows server. If it is installed, eDirectory
uses the UA from Client32. If Client32 is not installed, eDirectory installs
and uses OpenSLP for tree name resolution. 

By default, the eDirectory installation configures OpenSLP to run as a
UA and Server Agent (SA) only. OpenSLP is also set to auto-discover the
DA. If multicasting and broadcasting are not allowed in the environ-
ment, configure OpenSLP to point to the specific DA and the specific
scope in which the server that holds a copy of the root partition is
registered.

• Manual specification: If, for whatever reason, the tree name lookup fails
through SLP, the eDirectory installation prompts you to manually spec-
ify the IP address of the server that holds a copy of the root partition. If
you are unsure of the SLP configuration in the tree, this option is recom-
mended.

Linux, Solaris, HPUX, and AIX
The Linux, Solaris, HPUX, and AIX (all UNIX and Linux platforms collectively
hereafter are referred to as *nix) operating systems function slightly differ-
ently from the other platforms. There are two distinct steps involved in
installing eDirectory and adding the server into an existing tree:
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1. Install the binaries onto the server.

2. Configure an instance of eDirectory on the server.

The address of the server that holds a copy of the root partition of the
existing tree is required during the configuration stage. Like Microsoft Win-
dows, the *nix operating systems use SLP for tree name discovery. There are
four methods of finding the tree name, described in the following sections. 

/etc/hosts.nds
The DA first looks for the presence of a static text file called /etc/hosts.nds.
The tree name can be specified in the hosts.nds file along with an IP address
of the server that holds a copy of the root partition.

If this file exists, it must have correct information about the tree name.
If the address specified in the hosts.nds file is incorrect, or the tree name is
specified incorrectly, the installation will not try to use other discovery
methodologies. It will simply fail, with an error stating that the tree could
not found.

By default, with the exception of a Novell Open Enterprise Server (OES),
an /etc/hosts.nds file is not created. To create one, simply create a text file
called hosts.nds in the /etc/ directory. Add to the text file the tree name with
the following syntax:

Treename.     <server address>
e.g. MyEdirTree.     192.68.1.4

For more information about the /etc/hosts.nds file, see the man pages
for hosts.nds on a *nix server where eDirectory is installed.

slpuasa
Starting with eDirectory 8.5 (and ending with eDirectory 8.7.3 IR5, as dis-
cussed in the next section), a Novell proprietary module called slpuasa was
included with the default eDirectory installation. By default, this module is
used while adding a server to an existing tree if the /etc/hosts.nds file is not
present. This module acted as a UA as well as an SA. It could not act as a DA.
This module performed a DA discovery and looked for the tree name. If the
DA could not be discovered or the server that held a copy of the root parti-
tion of the existing tree was not registered to the DA that was found, the
installation would fail.
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■Note There is a not a specific call to the slpuasa binary. The slpuasa binary loads in
the ndsd process space by default. If it is loaded, any SLP request will be handled by the
slpuasa daemon.

OpenSLP
Starting with eDirectory 8.7.3 IR5 (included with OES), Novell discontinued
shipping or supporting the proprietary slpuasa on Linux. Also, the slpuasa
daemon will not run on HP-UX. In both stated cases, Novell’s supported SLP
solution is OpenSLP. 

Novell also recommends that OpenSLP be used instead of the slpuasa
daemon on all *nix platforms, because the slpuasa module was based off of
SLP version 1 specifications and has many limitations. 

To disable the slpuasa daemon and enable the OpenSLP daemon, per-
form Task 1-1.

Task 1-1. Disabling slpuasa and Enabling OpenSLP

1. If the slpuasa daemon is running, stop the slpuasa daemon (/etc/init.d/slpuasa stop).

2. Remove the slpuasa script from the run levels:

a. By default, the slpuasa script is configured to run in runlevel 3 and runlevel 5.

b. Check the local operating system documentation on how to remove a script from
a run level.

3. Make sure that the OpenSLP package has been installed.

4. Modify the /etc/slp.conf file and add applicable information to enable SLP to discover
a DA.

5. Start the OpenSLP daemon (/etc/init.d/slpd start).

6. Modify runlevel 3 and runlevel 5 startup scripts and add the slpd script to the list of
modules that load on startup.

■Note For more information on how to configure run levels, see the specific operating
system’s documentation.
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Manual Specification
If all other tree name discovery methodologies fail, configure the instance
of eDirectory with the command-line tool ndsconfig, using the –p <server
address> parameter. Specify the server IP address of a server that holds a
replica of the root partition of the tree in the <server address> field; for
example:

ndsconfig –p 192.65.1.2

assuming that 192.65.1.2 is a server that holds a replica of the root partition.

General Recommendations
Although each operating system allows you to manually specify a server
address to establish communication when adding a server into an existing
tree, it is highly recommended that SLP be configured correctly.

There are certain tools and features within eDirectory that require a tree
name lookup and will always use SLP (or the static hosts.nds file on the *.nix
platforms) to find the tree name. If SLP is not configured correctly, these
tools will fail. The following are several examples of tools and features that
may fail:

• ndsconfig add: This option allows you to add to eDirectory other
eDirectory components on the *nix operating systems such as SAS,
SNMP, LDAP, and HTTP.

• ndsstat –s: This option allows you to see all servers known to the data-
base on the *nix operating system.

• DSRepair ➤ Repair server addresses: This is a cross-platform option that
discovers the server address of any server in the tree and updates the
information on the corresponding NCP server object in the tree as well
as any replica ring of the replicas that the NCP server holds.

On the *nix platforms, the hosts.nds file or SLP is exclusively used. On
NetWare, DNS or the SYS:\ETC\HOSTS file can also be used for this feature.

Time-Synchronization Considerations
NDS and eDirectory use time stamps extensively. Time stamps are used to
verify the version of a specific object within the database. If an object has a
time stamp newer than the time since the last synchronization cycle to a
specific server, the object is sent to the remote server. For all of this to work
properly, the local server and the remote server must have synchronized
time.
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NetWare ships a time-synchronization tool called TIMESYNC.NLM.
This tool uses the Novell proprietary NCP protocol. It can communicate with
other servers over IPX as well as IP. TIMESYNC.NLM has a built-in algorithm
that ensures that the time is synchronized for all the servers within the
defined time-synchronization environment.

As eDirectory added support for non-NetWare platforms, alternative
time-synchronization methods became a necessity. Time-synchronization
modules themselves are independent of eDirectory. As long as all servers
within a tree have their time set the same, the method used to get time syn-
chronized is irrelevant to eDirectory.

To make TIMESYNC.NLM compatible with other time-synchronization
applications residing on non-NetWare platforms, it was enhanced to be able
to send and receive NTP (an open-source time standard protocol) formatted
packets. This is not to say that TIMESYNC.NLM follows the NTP-defined
algorithm for keeping servers synchronized. TIMESYNC.NLM is simply able
to send and receive NTP packets. TIMESYNC.NLM processes the NTP packet
as if it came from another NetWare server running TIMESYNC.NLM and
negotiates time with the proprietary TIMESYNC algorithm. To enable this
functionality, you must perform the steps in Task 1-2 on the NetWare server
that is running TIMESYNC.NLM if you wish to point the server to an NTP
time source.

■Note You can configure a server that is a SECONDARY, PRIMARY, or REFERENCE time-
sync type to send packets in the NTP format.

Task 1-2. Enabling TIMESYNC

1. Type monitor at the NetWare console prompt.

2. Choose Server Parameters ➤ Time.

3. Make sure that the TIMESYNC ➤ Configured Sources is set to On.

4. Modify the TIMESYNC Time Sources by pressing Enter.

5. Add the server address of the NTP server by adding :123 to the end of the address;
for example (don’t forget the semicolon at the end of the line):

192.68.2.34:123;
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The server address specified in Task 1-2 may be one of the following:

• An external NTP time source

• A local server running the xntp daemon

• A local server running TIMESYNC.NLM also configured to communicate
via NTP

If all servers within your time-synchronization environment are config-
ured to communicate via IP and are configured to send time-synchronization
packets with the NTP packet structure, it is advised that you disable NCP on
TIMESYNC.NLM to reduce redundant traffic. This can be accomplished by
performing Task 1-3.

Task 1-3. Disabling NCP on TIMESYNC.NLM

1. Edit the SYS:\SYSTEM\TIMESERV.NCF file.

2. Find the line that reads LOAD TIMESYNC.

3. Add -T noncp to the end of the line; for example:

LOAD TIMESYNC –T noncp

4. Reboot the server. (You can also just unload TIMESYNC.NLM and manually load it with
the switch specified in Step 3).

To make time synchronization even more seamless, NetWare 6.5 imple-
mented the open-source NTP daemon. This daemon is identical to the NTP
daemon that ships on SLES 8 and 9 as well as on Red Hat 2.1 and 3.0 (identi-
cal because it came from the same open-source project, not because the
versions are all exactly the same).

It is recommended, whenever possible, to use the NTP daemon on
NetWare instead of TIMESYNC.NLM when introducing eDirectory into a
mixed-platform environment. This ensures that all platforms use the same
synchronization model, thus increasing the probability that all servers stay
synchronized. If NTP is used as the time-synchronization method, it will also
be easier to administer. Remember that on NetWare 6.5, you must use either
TIMESYNC.NLM or the NTP daemon. They cannot run simultaneously.

If the eDirectory servers in the environment are running versions of Net-
Ware other than NetWare 6.5, you still need to use TIMESYNC.NLM on the
older NetWare versions. The NTP daemon is supported only on NetWare 6.5.
In these scenarios, there are several ways to integrate time-synchronization
methods across disparate platforms. Figure 1-1 shows one example of how
this could be accomplished.
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Figure 1-1. Mixed Timesync environment

The bottom line is that eDirectory requires all servers within the tree to
be synchronized to within a few seconds of each other. It is really up to you
to choose the time-synchronization method that makes the most sense for
your specific environment.

Troubleshooting Installation Failures
eDirectory environments can be very complex. Adding to that complexity,
many eDirectory trees have been around for a long time and carry a lot of
baggage or old data that is no longer relevant. Because of these variables,
there are many areas that could potentially cause you to fail to install a new
server into an existing environment. 

The purpose of this section is to discuss some of the most likely scenar-
ios that you may encounter while installing eDirectory. Hopefully, this
section will help you to avoid known pitfalls. However, if you run into an
issue, this section should be an invaluable tool for you.

The eDirectory installation can be broken down into two basic parts: file
copy and configuration.

During the configuration stage, the server is introduced into the eDirec-
tory tree. A local database is created on the local server. All associated
services are configured and started.  All required objects for the services are
also created. These services and objects are as follows:

CHAPTER 1 ■ INSTALLATION 13



• Security components

• Tree key configuration

• SAS object

• KMO objects (server certificates)

• Trusted root certificates

• A file located in the SYS:\PUBLIC directory (NetWare only)

• LDAP

• SNMP

• HTTPSTK

• NDS iMonitor

• eMBox

• Volume objects

• NetWare volume objects

• SLES 9 SP1 running OES volume objects (volume objects on SLES 9
are created only if the NCP server or NSS is installed during the OES
installation)

Troubleshooting methods for both the binary copy procedure and the
configuration procedure during an eDirectory installation will vary from
operating system to operating system. Therefore, troubleshooting on each
eDirectory-supported operating system is discussed separately in the follow-
ing sections.

NetWare
NetWare combines the file copy portion and the configuration portion into
one process. However, for purposes of explaining what occurs, it is beneficial
to break the troubleshooting procedures into two separate processes.

File Copy
All files required for eDirectory are copied to the SYS volume. The file loca-
tions are hard coded and cannot be altered. Most of the programs are written
to the SYS:\SYSTEM directory. The eDirectory database files are created in
the SYS:\_NETWARE directory. The installation log files are created in the
SYS:\NI\DATA directory.

eDirectory can be installed onto NetWare’s legacy file system as well as
onto NetWare’s NSS file system. The only issue typically encountered with
the eDirectory file copy stage is insufficient disk space. Make sure there is
sufficient disk space before you start the installation (see http://www.
novell.com/documentation for more information on the prerequisites).
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If you are installing eDirectory 8.7.x on NetWare 5.1 (or Netware 6.0
where the SYS volume is the legacy file system), sometimes, the file copy por-
tion of the installation can be a little bit slow. This can usually be remedied
with two file system configuration changes:

• Set the Dirty Disk Cache Delay Time to 0.1 second. This can be set in
MONITOR.NLM ➤ Server Parameters ➤ File Caching (the default is 3.3
seconds). This setting allows the file system to be more aggressive about
allocating disk cache for data that needs to be written to disk.

• Set Directory Cache Allocation Wait Time to 0.1 second in
MONITOR.NLM ➤ Server Parameters ➤ Directory Caching 
(the default is 2.2 seconds).

Other possible issues that may slow down the file copy process are the
following:

• Compression: File compression decreases the file copy performance.

• Antivirus software: It is recommended that you disable antivirus soft-
ware if performance during the file copy portion is unacceptable. With
most antivirus software programs, each file must be scanned as it is
copied to disk.

Configuration
During the configuration phase, a database is created and objects for the
server are created. The following is the process of configuring an eDirectory
server. References to where to find troubleshooting tips for each step of the
process are provided in the next section in case a step does not complete
successfully.

• An NCP server object is created in the tree.

• An instance of the DIB is created in the SYS:\NETWARE directory (a hid-
den directory) on the local file system of the server being installed.

• The schema is extended.

• The schema necessary to bring the current DIB to the latest version
of eDirectory is installed. 

• A reboot must occur.

• The rest of the schema is installed.

• Any applicable replicas of the tree are synchronized to the local
database.

• The SAS object and KMO object are created for the server being
installed.
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• If this is the first server installed into the tree, the Security container and
all components underneath are created.

• The SNMP object is created for the server being installed.

• The NMAS objects are created.

• The LDAP objects are created for the server being installed.

Troubleshooting Tips
There are five basic areas that you can refer to if something goes wrong dur-
ing the installation or configuration phase of eDirectory on NetWare:

• NetWare server console: This screen shows errors.

• NetWare Logger screen: Only on NetWare 6.x.

• SYS:\SYSTEM\NI\DATA\*.LOG: Has information about the file copy as
well as the configuration stages.

• SYS:\SYSTEM\DSMISC.LOG: Captures information about the schema
extension process.

• SYS:\SYSTEM\DSTRACE.DBG: See the section “Capturing a DSTRACE
Log” at the end of this chapter to get detailed steps.

Disaster Recovery
If an unrecoverable error occurs during installation, perform Task 1-4.

■Note Some of these steps may not apply, depending on where the installation failed.

Task 1-4. Removing eDirectory After a Failed Installation

1. Run nwconfig –dsremove. Choose Directory Options ➤ Remove Directory Services
from this server to remove the database from the local server.

2. Through iManager or ConsoleOne, delete the NCP server object of the failed server and
all associated objects (e.g., LDAP server and group objects, SNMP object, Volume
Objects, etc.).

3. At a console prompt of the failed server, type uinstall edir. This removes the entry in the
products.dat file so that you can reinstall eDirectory.

4. Reinstall eDirectory.
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■Note If the first steps of adding the DIB were successful and the failure was with one
or all of the components, you can skip removing the DIB and deleting the objects. Simply
remove edir from the products.dat file and reinstall eDirectory. The installation will leave
the DIB intact and just configure the missing components.

Microsoft Windows
As with NetWare, the eDirectory installation on Microsoft Windows performs
the file copy and configuration in one integrated step. However, they are dis-
cussed separately here for clarity.

File Copy
All files required for eDirectory are copied to the drive that Windows is
installed on (usually C:\). Most of the binaries are copied to \Novell\NDS
(e.g., C:\Novell\NDS). The file locations are hard coded and cannot be
altered. 

The eDirectory database files are created in the \Novell\NDS\DIBFiles
directory (e.g., c:\novell\nds\DIBFiles).

The installation log files are created in the %SystemDrive%:\Program
Files\Common Files\Novell\ni\data directory. The files are ni.log,
nierrors.log, and nioutput.log.

The file copy section is mostly handled by the Microsoft Windows oper-
ating system. Use the default Windows operating system logs as well as the
NI logs just listed for any file copy errors.

Configuration
During the configuration phase, a DIB is created and objects for the server
are created. The following is the process of configuring an eDirectory server.
References to where you can find troubleshooting tips for each step of the
process are provided in the next section in case a step does not complete
successfully.

• An NCP server object is created in the tree.

• An instance of the DIB is created in the %systemrootdrive:\Novell\
NDS\DIBFiles directory on the local file system of the server being
installed.

• The schema is extended.

• The schema necessary to bring the current DIB to the latest version
of eDirectory is installed. 
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• A reboot must occur.

• The rest of the schema is installed.

• Any applicable replicas of the tree are synchronized to the local database.

• The SAS object and KMO object are created for the server being
installed.

• If this is the first server installed into the tree, the Security container and
all components underneath are created.

• The SNMP object is created for the server being installed.

• The HTTP server object is created; this is used for NDS iMonitor.

• The NMAS objects are created.

• The LDAP objects are created for the server being installed.

Troubleshooting Tips
The Microsoft event viewer and the %SystemDrive%:\Program Files\Com-
mon Files\Novell\ni\data log files are the primary troubleshooting tools for
eDirectory installation issues on the Microsoft Windows operating system.

DSTRACE logs can also be evaluated to capture errors. For information
on how to capture DSTRACE logs, see the “Capturing a DSTRACE Log” sec-
tion at the end of the chapter. 

Disaster Recovery
If an unrecoverable error occurs during installation, perform Task 1-5.

■Note Some of these steps may not apply, depending on where the installation failed.

Task 1-5. Removing eDirectory on Windows After a Failed Installation

1. Run Add/Remove Programs from Control Panel. Select eDirectory and remove the
product.

■Note If Add/Remove Programs fails, stop the dhost service in the Windows services
program and then manually delete the files in the following directories: %System-
Drive%:\Novell\NDS and SystemDrive%:\Program Files\Common Files\Novell\ni. Other
applications use the latter directory, so if you do delete it, the uninstall procedure
through Add/Remove Programs will be broken for those other applications.
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2. Reinstall eDirectory.

3. Through iManager or ConsoleOne, delete the NCP server object of the failed server and
all associated objects (e.g., LDAP server and group objects, SNMP object, Volume
Objects, etc.).

*nix
The eDirectory installation on Linux, Solaris, HPUX, and AIX (*.nix) has two
completely separate processes. The file copy and configuration are com-
pletely separated.

File Copy
To verify that the packages are installed, run the native operating system
package database query commands. Most of the packages for eDirectory
start with either NDS or NOVL. The following are the commands to query
the installed packages:

• Linux

• rpm –qa | grep NDS*

• rpm –qa | grep NOVL*

• Solaris

• pkginfo | grep NDS*

• pkginfo | grep NOVL*

• AIX

• lslpp –l | grep NDS*

• lslpp –l | grep NOVL*

• HPUX

• swlist –v | grep NDS*

• swlist –v | grep NOVL* 

Configuration
To configure an instance of eDirectory, launch the ndsconfig utility. For more
information on ndsconfig, see the Novell eDirectory Administration Guide at
http://www.novell.com/documentation.

During the configuration phase, a DIB is created and objects for the
server are created. The following is the process of configuring an eDirectory
server. References to where you can find troubleshooting tips for each step of
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