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Preface

Validation of measurement methods has been used for a very
long time in chemistry. It is mostly based on the examination
of a measurement procedure for its characteristics such as
precision, accuracy, selectivity, sensitivity, repeatability, re-
producibility, detection limit, quantification limit and more.

When focussing on quality comparability and reliability
in chemical measurement, the fields of interest to this Jour-
nal, one stumbles into various interpretations of the term
validation. It is one more example of a term which is used
sometimes very consistently, sometimes very loosely or in-
deed ambiguously. Since the term is very common in the
chemical community, it is important that its meaning be
clear. Turning to the 2nd edition of the International Vo-
cabulary of Basic and General terms in Metrology (VIM)
(1993), surprisingly we do not find a definition. Webster’s
Dictionary of the English language (1992) tells us that val-
idation is ‘making or being made valid’. Obviously valida-
tion has to do with valid. The same Webster indicates the
meaning of the corresponding verb: to validate seems ‘to
make valid or binding, to confirm the validity of (Latin: val-
idare)’, where valid means: ‘seen to be in agreement with
the facts or to be logically sound’. We certainly can build
on this to have a ‘valid’ discussion. Validation of a method
clearly seems to mean making ‘valid’ the measurement re-
sults obtained by this method. The first definition ‘seen to
be in agreement with the facts’, is rather difficult to apply.
The second definition however, tells us that ‘validation of
a method is to make the method to be seen as logically
sound’. It looks as if validation of a method is a process
whereby it is tested and demonstrated by somebody or some
authority to be logically sound. Such a validation should
enable everybody to use it. That implies a list of methods
‘validated’ by competent authorities in the field concerned,
which sounds possible and useful. Is that not what AOAC
does?

Sometimes, the notion of validating a measurement result
also shows up. Apparently it means to make a result ‘valid’,
and even binding, i.e. confirming its ‘validity’. Since valid
means ‘seen to be in agreement with the facts’, that almost
sounds as a synonym for ‘accurate’. That makes sense and
there seems to be no argument as to whether a method or
a result can be validated (they can). An important question
arises: does a validated method automatically give a vali-
dated measurement result, i.e. a quantity value1 with asso-

ciated measurement uncertainty? The answer must be: no.
There can never be a mechanism or recipe for producing au-
tomatically ‘valid’ results because one can never eliminate
the skills, the role and the responsibility of the analyst.

ISO 9000:2000, item 3.8.5 defines validation as ‘confir-
mation by examination and provision of objective evidence
that the requirements for an intended use are fulfilled’. The
revised edition of the VIM (‘VIM3’), is likely to fine-tune
this definition of the concept ‘validation’ to be ‘confirmation
through examination of a given item and provision of ob-
jective evidence that it fulfills the requirements for a stated
intended use’.

Looking at simple practice, many people are looking for
a formal decision that a given measurement method automat-
ically gives them ‘valid’ i.e. reliable results. One wonders
what this has to do with ‘stated intended use’. Reliabil-
ity clearly is a property of a measurement result. Checking
whether that result fulfills the requirement for a stated in-
tended use, seems to be a totally different matter. That re-
quires the formulation of a requirement a priori, i.e. before
the measurement is made, and derived from the need for a
measurement result, not from the result itself.

This anthology contains 31 outstanding papers published
in the Journal “Accreditation and Quality Assurance” since
its inception, but mostly in the period 2000–2003, on the topic
‘validation’. They reflect the latest understanding – or lack
thereof –, of the concept and possibly some rationale(s) for
the answer to the question why it is important to integrate the
concept of ‘validation’ into the standard procedures of every
measurement laboratory.

It is hoped that this anthology is of benefit to both the
producers and the users of results of chemical measurements:
the basic concepts and the basic thinking in measurement are
the same for both.

Prof. Dr. P. De Bièvre
Editor-in-Chief
Accreditation and Quality Assurance
Kasterlee 2004-04-02

1quantity (German: ‘Messgrösse’, French: ‘grandeur de mesure’, Dutch:
‘meetgrootheid’) is not used here in the meaning ‘amount’, but as the generic
term for the quantities we measure: concentration, volume, mass, tempera-
ture, time, etc., as defined in the VIM.
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Abstract The reliability of analyti-
cal data is very important to forensic
and clinical toxicologists for the cor-
rect interpretation of toxicological
findings. This makes (bio)analytical
method validation an integral part of
quality management and accredita-
tion in analytical toxicology. There-
fore, consensus should be reached in
this field on the kind and extent of
validation experiments as well as on
acceptance criteria for validation pa-
rameters. In this review, the most im-
portant papers published on this top-
ic since 1991 have been reviewed.
Terminology, theoretical and practi-
cal aspects as well as implications
for forensic and clinical toxicology
of the following validation parame-
ters are discussed: selectivity (speci-

ficity), calibration model (linearity),
accuracy, precision, limits, stability,
recovery and ruggedness (robust-
ness).
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Bioanalytical method validation 
and its implications for forensic 
and clinical toxicology – A review

Introduction

The reliability of analytical findings is a matter of great
importance in forensic and clinical toxicology, as it is a
prerequisite for correct interpretation of toxicological
findings. Unreliable results might not only be contested
in court, but could also lead to unjustified legal conse-
quences for the defendant or to wrong treatment of the
patient. The importance of validation, at least of routine
analytical methods, can therefore hardly be overestimat-
ed. This is especially true in the context of quality man-
agement and accreditation, which have become matters
of increasing importance in analytical toxicology in re-
cent years. This is also reflected in the increasing re-
quirements of peer-reviewed scientific journals concern-
ing method validation. Therefore, this topic should be
extensively discussed on an international level to reach a

consensus on the extent of validation experiments and on
acceptance criteria for validation parameters of bioana-
lytical methods in forensic and clinical toxicology.

Over the last decade, similar discussions have been
going on in the closely related field of pharmacokinetic
studies for registration of pharmaceuticals. This is re-
flected by the number of publications on this topic pub-
lished in the last decade, of which the most important are
discussed here.

Important publications on validation 
(1991 to present)

A review on validation of bioanalytical methods was
published by Karnes et al. in 1991 which was intended to
provide guidance for bioanalytical chemists [1]. One
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2 F.T. Peters · H.H. Maurer

year later, Shah et al. published their report on the con-
ference on “Analytical Methods Validation: Bioavailabil-
ity, Bioequivalence and Pharmacokinetic Studies” held
in Washington in 1990 (Conference Report) [2]. During
this conference, consensus was reached on which param-
eters of bioanalytical methods should be evaluated, and
some acceptance criteria were established. In the follow-
ing years, this report was actually used as guidance by
bioanalysts. Despite the fact, however, that some princi-
ple questions had been answered during this conference,
no specific recommendations on practical issues like ex-
perimental designs or statistical evaluation were made.
In 1994, Hartmann et al. analysed the Conference Report
performing statistical experiments on the established ac-
ceptance criteria for accuracy and precision [3]. Based
on their results they questioned the suitability of these
criteria for practical application. From 1995 to 1997, ap-
plication issues like experimental designs and statistical
methods for bioanalytical method validation were dis-
cussed in a number of publications by Dadgar et al. [4,
5], Wieling et al. [6], Bressolle et al. [7] and Causon [8].
An excellent review on validation of bioanalytical chro-
matographic methods was published by Hartmann et al.
in 1998, in which theoretical and practical issues were
discussed in detail [9]. In an update of the Washington
Conference in 2000, experiences and progress since the
first conference were discussed. The results were again
published by Shah et al. in a report (Conference Report
II) [10], which has also been used as a template for
guidelines drawn up by the U.S. Food and Drug Admin-
istration (FDA) for their own use [11]. Besides, it should
be mentioned that some journals like the Journal of
Chromatography B [12] or Clinical Chemistry have es-
tablished their own criteria for validation. Two other
documents that seem to be important in this context have
been developed by the International Conference on Har-
monisation of Technical Requirements for Registration
of Pharmaceuticals for Human Use (ICH) and approved
by the regulatory agencies of the European Union, the
United States of America and Japan. The first, approved
in 1994, concentrated on the theoretical background and
definitions [13], the second, approved in 1996, on meth-
odology and practical issues [14]. Both can be down-
loaded from the ICH homepage free of charge
(www.ich.org). Finally, in 2001 Vander Heyden et al.
published a paper on experimental designs and evalua-
tion of robustness/ruggedness tests [15]. Despite the fact
that the three last mentioned publications were not espe-
cially focussed on bioanalytical methods, they still con-
tain helpful guidance on some principal questions and
definitions in the field of analytical method validation.

The aim of our review is to present and compare the
contents of the above mentioned publications on (bio)an-
alytical method validation, and to discuss possible impli-
cations for forensic and clinical toxicology.

Terminology

The first problem encountered when studying literature
on method validation are the different sets of terminolo-
gy employed by different authors. A detailed discussion
of this problem can be found in the review of Hartmann
et al. [9]. Therein, it was proposed to adhere, in princi-
ple, to the terminology established by the ICH [13], ex-
cept for accuracy, for which the use of a more detailed
definition was recommended (cf. Accuracy). However,
the ICH terminology lacked a definition for stability,
which is an important parameter in bioanalytical method
validation. Furthermore, the ICH definition of selectivity
did not take into account interferences that might occur
in bioanalysis (e.g. from metabolites). For both parame-
ters, however, reasonable definitions were provided by
Conference Report II [10].

Validation parameters

There is a general agreement that at least the following
validation parameters should be evaluated for quantita-
tive procedures: selectivity, calibration model (linearity),
stability, accuracy (bias, precision) and limit of quantifi-
cation. Additional parameters which might have to be
evaluated include limit of detection, recovery, reproduc-
ibility and ruggedness (robustness) [2, 4–10, 12].

Selectivity (specificity)

In Conference Report II, selectivity was defined as fol-
lows: “Selectivity is the ability of the bioanalytical meth-
od to measure unequivocally and to differentiate the
analyte(s) in the presence of components, which may be
expected to be present”. Typically, these might include
metabolites, impurities, degradants, matrix components,
etc. [10]. This definition is very similar to the one estab-
lished by the ICH [13], but takes into account the possi-
ble presence of metabolites, and thus is more applicable
for bioanalytical methods.

There are two points of view on when a method
should be regarded as selective. One way to establish
method selectivity is to prove the lack of response in
blank matrix [1, 2, 4–10, 12, 14]. The requirement estab-
lished by the Conference Report [2] to analyse at least
six different sources of blank matrix has become state of
the art. However, this approach has been subject to criti-
cism in the review of Hartmann et al., who stated from
statistical considerations, that relatively rare interferenc-
es will remain undetected with a rather high probability
[9]. For the same reason, Dadgar et al. proposed to eval-
uate at least 10–20 sources of blank samples [4]. Howev-
er, in Conference Report II [10], even analysis of only
one source of blank matrix was deemed acceptable, if
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hyphenated mass spectrometric methods are used for de-
tection.

The second approach is based on the assumption that
small interferences can be accepted as long as precision
and bias remain within certain acceptance limits. This
approach was preferred by Dadgar et al. [4] and Hart-
mann et al. [9]. Both publications proposed analysis of
up to 20 blank samples spiked with analyte at the lower
limit of quantification (LLOQ) and, if possible, with in-
terferents at their highest likely concentrations. In this
approach, the method can be considered sufficiently se-
lective if precision and accuracy data for these LLOQ
samples are acceptable. For a detailed account of experi-
mental designs and statistical methods to establish selec-
tivity see Ref. [4].

Whereas the selectivity experiments for the first ap-
proach can be performed during a pre-validation phase
(no need for quantification), those for the second ap-
proach are usually performed together with the precision
and accuracy experiments during the main validation
phase.

At this point it must be mentioned that the term speci-
ficity is used interchangeably with selectivity, although
in a strict sense specificity refers to methods which pro-
duce a response for a single analyte, whereas selectivity
refers to methods that produce responses for a number of
chemical entities, which may or may not be distin-
guished [1]. Selective multi-analyte methods (e.g. for
different drugs of abuse in blood) should of course be
able to differentiate all interesting analytes from each
other and from the matrix.

Calibration model (linearity)

The choice of an appropriate calibration model is neces-
sary for reliable quantification. Therefore, the relation-
ship between the concentration of analyte in the sample
and the corresponding detector response must be investi-
gated. This can be done by analysing spiked calibration
samples and plotting the resulting responses versus the
corresponding concentrations. The resulting standard
curves can then be further evaluated by graphical or
mathematical methods, the latter also allowing statistical
evaluation of the response functions.

Whereas there is general agreement that calibration
samples should be prepared in blank matrix and that
their concentrations must cover the whole calibration
range, recommendations on how many concentration
levels should be studied with how many replicates per
concentration level differ significantly [5–10, 12]. In
Conference Report II, a sufficient number of standards to
define adequately the relationship between concentration
and response was demanded. Furthermore, it was stated
that at least five to eight concentration levels should be
studied for linear and maybe more for non-linear rela-

tionships [10]. However, no information was given on
how many replicates should be analysed at each level.
The guidelines established by the ICH and those of the
Journal of Chromatography B also required at least five
concentration levels, but again no specific requirements
for the number of replicates at each level were given [12,
14]. Causon recommended six replicates at each of six
concentration levels, whereas Wieling et al. used eight
concentration levels in triplicate [6, 8]. Based on studies
by Penninckx et al. [16], Hartmann et al. proposed in
their review to rather use fewer concentration levels with
a greater number of replicates (e.g. four evenly spread
levels with nine replicates) [9]. This approach not only
allows the reliable detection of outliers, but also a better
evaluation of the behaviour of variance across the cali-
bration range. The latter is important for choosing the
right statistical model for the evaluation of the calibra-
tion curve. The often used ordinary least squares model
for linear regression is only applicable for homoscedastic
data sets (constant variance over the whole range),
whereas in case of heteroscedasticity (significant differ-
ence between variances at lowest and highest concentra-
tion levels) the data should mathematically be trans-
formed or a weighted least squares model should be ap-
plied [6–10]. Usually, linear models are preferable but, if
necessary, the use of non-linear models is not only ac-
ceptable but even recommended. However, more con-
centration levels are needed for the evaluation of non-
linear models than for linear models [2, 9, 10].

After outliers have been purged from the data and a
model has been evaluated visually and/or by, e.g. residu-
al plots, the model fit should also be tested by appropri-
ate statistical methods [2, 6, 9, 10, 14]. The fit of un-
weighted regression models (homoscedastic data) can be
tested by the ANOVA lack-of-fit test [6, 9]. A detailed
discussion of alternative statistical tests for both un-
weighted and weighted calibration models can be found
in Ref. [16]. The widespread practice to evaluate a cali-
bration model via its coefficients of correlation or deter-
mination is not acceptable from a statistical point of
view [9].

However, one important point should be kept in mind
when statistically testing the model fit: The higher the
precision of a method, the higher the probability to detect
a statistically significant deviation from the assumed cali-
bration model [1, 6, 9]. Therefore, the practical relevance
of the deviation from the assumed model should also be
taken into account. If the accuracy data (bias and preci-
sion) are within the required acceptance limits or an alter-
native calibration model is not applicable, slight devia-
tions from the assumed model may be neglected [6, 9].

Once a calibration model has been established, the
calibration curves for other validation experiments (pre-
cision, bias, stability, etc.) and for routine analysis can be
prepared with fewer concentration levels and fewer or no
replicates [6, 9].
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Accuracy

The accuracy of a method is affected by systematic (bias)
as well as random (precision) error components [3, 9] This
fact has been taken into account in the definition of accura-
cy as established by the International Organization for
Standardization (ISO) [17]. However, it must be mentioned
that accuracy is often used to describe only the systematic
error component, i.e. in the sense of bias [1, 2, 6–8, 10, 12,
13]. In the following, the term accuracy will be used in the
sense of bias, which will be indicated in brackets.

Bias

According to ISO, bias is the difference between the ex-
pectation of the test results and an accepted reference
value [17]. It may consist of more than one systematic
error component. Bias can be measured as a percent de-
viation from the accepted reference value. The term true-
ness expresses the deviation of the mean value of a large
series of measurements from the accepted reference val-
ue. It can be expressed in terms of bias.

Due to the high workload of analysing such large se-
ries, trueness is usually not determined during method
validation, but rather from the results of a great number
of quality control (QC) samples during routine applica-
tion or in interlaboratory studies.

Precision

According to ICH, precision is the closeness of agree-
ment (degree of scatter) between a series of measure-
ments obtained from multiple sampling of the same ho-
mogenous sample under the prescribed conditions and
may be considered at three levels: repeatability, interme-
diate precision and reproducibility [13]. Precision is usu-
ally measured in terms of imprecision expressed as an
absolute or relative standard deviation and does not re-
late to reference values.

Repeatability. Repeatability expresses the precision un-
der the same operating conditions over a short interval of
time. Repeatability is also termed intra-assay precision
[13]. Within-run or within-day precision are also often
used to describe repeatability.

Intermediate precision. Intermediate precision expresses
within-laboratories variations: different days, different
analysts, different equipment, etc. [13]. The ISO defini-
tion used the term “M-factor different intermediate pre-
cision”, where the M-factor expresses how many and
which factors (time, calibration, operator, equipment or
combinations of those) differ between successive deter-
minations [17]. In a strict sense, intermediate precision is

the total precision under varied conditions, whereas so
called inter-assay, between-run or between-day precision
only measure the precision components caused by the re-
spective factors. However, the latter terms are not clearly
defined and obviously often used interchangeably with
each other and also with the term intermediate precision.

Reproducibility. Reproducibility expresses the precision
between laboratories (collaborative studies, usually ap-
plied to standardization of methodology) [13]. Repro-
ducibility only has to be studied, if a method is supposed
to be used in different laboratories.

Unfortunately, some authors also used the term repro-
ducibility for within-laboratory studies at the level of in-
termediate precision [8, 12]. This should, however, be
avoided in order to prevent confusion.

As already mentioned above, precision and bias can be
estimated from the analysis of QC samples under speci-
fied conditions. As both precision and bias can vary sub-
stantially over the calibration range, it is necessary to
evaluate these parameters at least at three concentration
levels (low, medium and high relative to the calibration
range) [1, 2, 9, 10, 14]. In Conference Report II, it was
further defined that the concentration of the low QC
sample must be within three times LLOQ [10]. The Jour-
nal of Chromatography B requirement is to study preci-
sion and bias at two concentration levels (low and high),
whereas in the experimental design proposed by Wieling
et al. four concentration levels (LLOQ, low, medium,
high) were studied [6, 12]. Causon also suggested to esti-
mate precision at four concentration levels [8]. Several
authors have specified acceptance limits for precision
and/or accuracy (bias) [2, 7, 8, 10, 12]. Both Conference
Reports required precision to be within 15% relative
standard deviation (RSD) except at the LLOQ where
20% RSD was accepted. Bias was required to be within
±15% of the accepted true value, except at the LLOQ
where ±20% were accepted [2, 10]. These requirements
have been subject to criticism in the analysis of the Con-
ference Report by Hartmann et al. [3]. They concluded
from statistical considerations that it is not realistic to
apply the same acceptance criteria at different levels of
precision (repeatability, reproducibility) as RSD under
reproducibility conditions is usually considerably greater
than under repeatability conditions. Furthermore, if pre-
cision and bias estimates are close to the acceptance lim-
its, the probability to reject an actually acceptable meth-
od (β-error) is quite high. Causon proposed the same ac-
ceptance limits of 15% RSD for precision and ±15% for
accuracy (bias) for all concentration levels [8].

The guidelines established by the Journal of Chroma-
tography B required precision to be within 10% RSD for
the high QC samples and within 20% RSD for the low
QC sample. Acceptance criteria for accuracy (bias) were
not specified therein [12].
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Again, the proposals on how many replicates at each
concentration levels should be analysed vary consider-
ably. The Conference Reports and Journal of Chroma-
tography B guidelines required at least five replicates at
each concentration level [2, 10, 12]. However, one
would assume that these requirements only apply to re-
peatability studies; at least no specific recommenda-
tions were given for studies of intermediate precision
or reproducibility. Some more practical approaches to
this problem have been described by Wieling et al. [6],
Causon [8] and Hartmann et al. [9]. In their experimen-
tal design, Wieling et al. analysed three replicates at
each of four concentration levels on each of 5 days.
Similar approaches were suggested by Causon (six rep-
licates at each of four concentrations on each of four
occasions) and Hartmann et al. (two replicates at each
concentration level on each of 8 days). All three used
or proposed one-way ANOVA to estimate repeatability
and time-different precision components. In the design
proposed by Hartmann et al. the degrees of freedom for
both estimations are most balanced, namely 8 for with-
in-run precision and 7 for between-run precision. In the
information for authors of the Clinical Chemistry jour-
nal, an experimental design with two replicates per run,
two runs per day over 20 days for each concentration
level is recommended, which has been established by
the NCCLS [18]. This not only allows estimation of
within-run and between-run standard deviations, but
also of within-day, between-day and total standard de-
viations, which are in fact all estimations of precision
at different levels. However, it seems questionable if
the additional information provided by this approach
can justify the high workload and costs compared to the
other experimental designs.

Daily variations of the calibration curve can influ-
ence bias estimation. Therefore, bias estimation should
be based on data calculated from several calibration
curves [9]. In the experimental design of Wieling et al.,
the results for QC samples were calculated via daily
calibration curves. Therefore, the overall means from
these results at the different concentration levels reli-
ably reflect the average bias of the method at the corre-
sponding concentration level. Alternatively, as de-
scribed in the same paper, the bias can be estimated us-
ing confidence limits around the calculated mean val-
ues at each concentration [6]. If the calculated confi-
dence interval includes the accepted true value, one can
assume the method to be free of bias at a given level of
statistical significance. Another way to test the signifi-
cance of the calculated bias is to perform a t-test
against the accepted true value.

However, even methods exhibiting a statistically sig-
nificant bias can still be acceptable, if the calculated bi-
as lies within previously established acceptance limits.
Other methods for bias evaluation can be found in Ref.
[9].

Limits

Lower limit of quantification (LLOQ)

The LLOQ is the lowest amount of an analyte in a sam-
ple that can be quantitatively determined with suitable
precision and accuracy (bias) [10, 13]. There are differ-
ent approaches for the determination of LLOQ.

LLOQ based on precision and accuracy (bias) data [2,
7–10, 13, 14]. This is probably the most practical ap-
proach and defines the LLOQ as the lowest concentra-
tion of a sample that can still be quantified with accept-
able precision and accuracy (bias). In the Conference
Reports, the acceptance criteria for these two parameters
at LLOQ are 20% RSD for precision and ±20% for bias.
Only Causon suggested 15% RSD and ±15%, respective-
ly [8]. It should be pointed out, however, that these pa-
rameters must be determined using an LLOQ sample in-
dependent from the calibration curve. The advantage of
this approach is the fact that the estimation of LLOQ is
based on the same quantification procedure used for real
samples.

LLOQ based on signal to noise ratio (S/N) [12, 14]. This
approach can only be applied if there is baseline noise,
e.g. to chromatographic methods. Signal and noise can
then be defined as the height of the analyte peak (signal)
and the amplitude between the highest and lowest point
of the baseline (noise) in a certain area around the anal-
yte peak. For LLOQ, S/N is usually required to be equal
to or greater than 10.

The estimation of baseline noise can be quite difficult
for bioanalytical methods, if matrix peaks elute close to
the analyte peak.

LLOQ based on standard deviation of the response from
blank samples [14]. Another definition of LLOQ is the
concentration that corresponds to a detector response
that is k times greater than the estimated standard devia-
tion of blank samples (SDbl). From the detector signal,
the LLOQ can be calculated using the slope of the cali-
bration curve (S) with following formula: LLOQ=
k·SDbl/S (for blank corrected signals).

This approach is only applicable for methods where
SDbl can be estimated from replicate analysis of blank
samples. It is therefore not applicable for most quantita-
tive chromatographic methods, as here the response is
usually measured in terms of peak area units, which can
of course not be measured in a blank sample analysed
with a selective method.

LLOQ based on a specific calibration curve in the range
of LLOQ [14]. In this approach, a specific calibration
curve is established from samples containing the analyte
in the range of LLOQ. One must not use the calibration
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curve over the whole range of quantification for this de-
termination. The standard deviation of the blank can then
be estimated from the residual standard deviation of the
regression line or the standard deviation of the y inter-
cept. The calculations of LLOQ are basically the same as
described under the heading “LLOQ based on standard
deviation of the response from the blank samples”. This
approach is also applicable for chromatographic meth-
ods.

Upper limit of quantification (ULOQ)

The upper limit of quantification is the maximum analyte
concentration of a sample that can be quantified with ac-
ceptable precision and accuracy (bias). In general the
ULOQ is identical to the concentration of the highest
calibration standard [10].

Limit of detection (LOD)

Quantification below LLOQ is by definition not accept-
able [2, 5, 9, 10, 13, 14]. Therefore, below this value a
method can only produce semiquantitative or qualitative
data. However, it can still be important to know the LOD
of the method. According to ICH, it is the lowest con-
centration of analyte in a sample which can be detected
but not necessarily quantified as an exact value. Accord-
ing to Conference Report II, it is the lowest concentra-
tion of an analyte in a sample, that the bioanalytical pro-
cedure can reliably differentiate from background noise
[10, 13].

The approaches for estimation of the LOD are basi-
cally the same as those described for LLOQ under the
headings “LLOQ based on signal to noise ratio (S/N)” –
“LOQ based on a specific calibration curve in the range
of LLOQ”. However, for LOD a S/N or k-factor equal to
or greater than three is usually chosen [1, 6, 9, 14]. If the
calibration curve approach is used for determination of
the LOD, only calibrators containing the analyte in the
range of LOD must be used.

Stability

The definition according to Conference Report II was as
follows: “The chemical stability of an analyte in a given
matrix under specific conditions for given time inter-
vals” [10]. Stability of the analyte during the whole ana-
lytical procedure is a prerequisite for reliable quantifica-
tion. Therefore, full validation of a method must include
stability experiments for the various stages of analysis
including storage prior to analysis.

Long-term stability

The stability in the sample matrix should be established
under storage conditions, i.e. in the same vessels, at the
same temperature and over a period at least as long as
the one expected for authentic samples [1, 2, 4, 5, 9, 10,
12].

Freeze/thaw stability

As samples are often frozen and thawed, e.g. for re-anal-
ysis, the stability of analyte during several freeze/thaw
cycles should also be evaluated. The Conference Reports
require a minimum of three cycles at two concentrations
in triplicate, which has also been accepted by other au-
thors [2, 4, 6, 9, 10].

In-process stability

The stability of analyte under the conditions of sample
preparation (e.g. ambient temperature over time needed
for sample preparation) is evaluated here. There is gener-
al agreement, that this type of stability should be evalu-
ated to find out, if preservatives have to be added to pre-
vent degradation of analyte during sample preparation
[4, 9, 10].

Processed sample stability

Instability cannot only occur in the sample matrix, but
also in prepared samples. It is therefore important to also
test the stability of an analyte in the prepared samples
under conditions of analysis (e.g. autosampler conditions
for the expected maximum time of an analytical run).
One should also test the stability in prepared samples un-
der storage conditions, e.g. refrigerator, in case prepared
samples have to be stored prior to analysis [4–6, 9, 10].

For more details on experimental design and statisti-
cal evaluation of stability experiments see Refs. [4, 5, 9].

Stability can be tested by comparing the results of QC
samples analysed before (comparison samples) and after
(stability samples) being exposed to the conditions for
stability assessment. It has been recommended to per-
form stability experiments at least at two concentration
levels (low and high) [4–6, 9]. For both, comparison and
stability samples, analysis of at least six replicates was
recommended [9]. Ratios between comparison samples
and stability samples of 90–110% with 90% confidence
intervals within 80–120% [9] or 85–115% [4] were re-
garded acceptable. Alternatively, the mean of the refer-
ence samples can be tested against a lower acceptance
limit corresponding to 90% of the mean of the compari-
son samples [8, 9].
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Recovery

As already mentioned above, recovery is not among the
validation parameters regarded as essential by the Con-
ference Reports. Most authors agree, that the value for
recovery is not important, as long as the data for LLOQ,
(LOD), precision and accuracy (bias) are acceptable [1,
5, 7–10]. It can be calculated as the percentage of the
analyte response after sample workup compared to that
of a solution containing the analyte at the theoretical
maximum concentration. Therefore, absolute recoveries
can usually not be determined if the sample workup in-
cludes a derivatization step, as the derivatives are often
not available as reference substances. Nevertheless, the
guidelines of the Journal of Chromatography B require
the determination of the recovery for analyte and internal
standard at high and low concentrations [12].

Ruggedness (robustness)

Ruggedness is a measure for the susceptibility of a meth-
od to small changes that might occur during routine anal-
ysis like small changes of pH values, mobile phase com-
position, temperature, etc. Full validation must not nec-
essarily include ruggedness testing; it can however be
very helpful during the method development/pre-valida-
tion phase, as problems that may occur during validation
are often detected in advance. Ruggedness should be
tested, if a method is supposed to be transferred to anoth-
er laboratory [1, 9, 13–15]. A detailed account and help-
ful guidance on experimental designs and evaluation of
ruggedness/robustness tests can be found in Ref. [15].

Implications for forensic and clinical toxicology

Almost all of the above mentioned publications referred
to bioanalytical methods for bioavailability, bioequiva-
lence or pharmacokinetic studies. This field is of course
very closely related to forensic and clinical toxicology,
especially if only routine methods are considered. There-
fore, it seems reasonable to base the discussion concern-
ing method validation in toxicological analysis on the
experiences and consensus described above and not to
start the whole discussion anew. In the following, possi-
ble implications for forensic and clinical toxicology will
be discussed.

Terminology

As already mentioned above, there are several sets of ter-
minology in the literature. It is therefore strongly recom-
mended to adopt, in principle, one of these sets for vali-
dation in forensic and clinical toxicology and add slight

modifications, where it seems necessary. The definitions
established by the ICH seem to be a reasonable choice as
they are consensus definitions of an international confer-
ence and easily available on the homepage of ICH
(www.ich.org).

Validation parameters

Selectivity (specificity)

During pharmacokinetic studies (therapeutic) drugs are
usually ingested under controlled conditions. Therefore,
there is no need to prove the ingestion of this drug. Due
to this fact the selectivity evaluation can be based on the
acceptability of precision and accuracy data at the
LLOQ. This approach is quite problematic for forensic
and clinical toxicology, where analysis is often mainly
performed to prove ingestion of an (illicit) substance
and, therefore, qualitative data are also important. Here,
the approach to prove selectivity by absence of signals in
blank samples makes much more sense. The confine-
ment of Conference Report II [10] to only study one
source of blank matrix for methods employing MS de-
tection does not seem reasonable for toxicological appli-
cations because of the great importance of selectivity in
this field. However, discussion is needed on how many
sources of blank samples should be analysed and if this
should depend on the detection method.

It seems also reasonable to also check for interferenc-
es from other xenobiotics that can be expected to be
present in authentic samples (e.g. other drugs of abuse
for methods to determine MDMA, other neuroleptics for
methods to determine olanzapine). This can be accom-
plished by spiking these possible interferents at their
highest expectable concentrations into blank matrix and
checking for interferences after analysis. Another way to
exclude interferences from such compounds is to check
authentic samples containing these but not the analyte
for interfering peaks. This latter approach is preferable,
if the possibly interfering substance is known to be ex-
tensively metabolized, as it also allows exclusion of in-
terferences from such metabolites, which are usually not
available as pure substances.

Calibration model

The use of matrix-based calibration standards seems also
important in toxicological analysis, in order to account
for matrix effects during sample workup and measure-
ment (e.g. by chromatographic methods). Consensus
should be reached on how many concentration levels and
how many replicates per level should be analysed. From
our own experience six levels with six replicates each
seems reasonable. Weighted calibration models will gen-
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erally be the most appropriate in toxicological analysis,
as concentration ranges of analytes in toxicological sam-
ples are usually much greater than in samples for phar-
macokinetic studies. Homoscedasticity, a prerequisite for
unweighted models, can however only be expected for
small calibration ranges.

Accuracy (precision and bias)

There is no obvious reason to evaluate these parameters
differently than has been described above. Due to the of-
ten higher concentration ranges, it might be reasonable
to also validate the analysis of QC samples containing
concentrations above the highest calibration standard af-
ter dilution or after reduction of sample volumes, as it
has been described by Wieling et al. [6] and Dadgar et al.
[5]. The latter has also described the use of QC samples
with concentrations below those of the lowest calibration
standard using greater sample volumes.

Limits

The same approaches and criteria as those described
above under “Limits” could be used. All approaches
have been described to a lesser or greater extent in inter-
national publications, especially for the determination of
LOD. Nevertheless, it seems important to reach consen-
sus on this matter at least for forensic and clinical toxi-
cology, as reliable detection of a substance is one of the
most important issues in toxicological analysis. At this
point it must be stressed that for the estimation of LOD
and LLOQ via a special calibration curve, the calibration
samples must only contain the analyte at concentrations
close to LOD and LLOQ. Use of the calibration curve
over the whole range may lead to overestimation of these
limits.

Stability

The biggest problems encountered during stability test-
ing for bioanalytical methods in forensic and clinical
toxicology is the fact that there is a great number of dif-
ferent sampling vessels. Furthermore, the anticoagulants
used also differ. Both facts make it difficult to assess
long-term stability, as the workload to analyse all possi-
ble combinations of vessels and anticoagulants is of
course far to great. However, for some analytes relevant
to forensic and clinical toxicology (e.g. cocaine) stability
problems with different sampling vessels have been re-
ported [19]. Therefore, the relevance of this parameter to
forensic and clinical toxicology has to be discussed ex-
tensively. Agreement on a single type of vessel to use for
sampling of toxicological samples would probably be the

easiest solution. Another problem is the fact that storage
conditions prior to arrival in the laboratory are not
known. So this matter will also have to be addressed.

Recovery

Recovery does not seem to be a big issue for forensic
and clinical toxicologists as long as precision, accuracy
(bias), LLOQ and, especially, LOD are satisfactory.
However, during method development one should of
course try to optimize recovery.

Ruggedness

There is no obvious reason to treat this matter differently
than described above under “Ruggedness (robustness)”.

Measurement uncertainty

Measurement uncertainty, a parameter characterizing the
dispersion of the values that could reasonably be attrib-
uted to the measurand (e.g. concentration), is considered
an important concept in analytical chemistry [20]. It
comprises many components and is generally reported as
a standard deviation or as a confidence interval. Howev-
er, measurement uncertainty was not explicitly addressed
in any of the publications on bioanalytical method vali-
dation discussed in this review. One probable reason
might be that measurement uncertainties of modern ana-
lytical methods are certainly small compared to the dif-
ferences encountered between individual subjects in
pharmacokinetic studies. Nevertheless, knowledge about
the uncertainty of measurements can be very helpful or
even important for the interpretation of bioanalytical da-
ta, especially in forensic toxicology. As bioanalytical
methods are usually rather complex and assessment of
the contribution of individual components on the com-
bined uncertainty of the results would therefore be time
consuming and costly, estimation of measurement uncer-
tainty from validation data, especially precision and ac-
curacy data, would be preferable. The more the design of
validation experiments accounts for conditions during
routine application of a method, i.e. the more individual
components are comprised in one validation parameter,
the better the estimation of measurement uncertainty
from those parameters. Consequently, reproducibility da-
ta from interlaboratory experiments studies or intermedi-
ate precision data with M-factors ≥ 3 from intralaborato-
ry experiments should adequately reflect measurement
uncertainty of bioanalytical methods. However, further
components not covered adequately by validation experi-
ments might play a role for measurement uncertainty. A
detailed guide on the quantification of analytical mea-
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surement uncertainty has been published by EURA-
CHEM/CITAC [20].

Conclusion

There are only a few principle differences concerning
validation of bioanalytical methods in the fields of phar-

macokinetic studies and forensic and clinical toxicology.
Therefore, it seems reasonable to base the discussion on
validation in the field of toxicology on the experiences
and consensus already existing in the closely related
field of pharmacokinetic studies for registration of phar-
maceuticals and focus the discussion on those parame-
ters, which are of special importance for toxicologists,
i.e. selectivity, LOD, LLOQ and stability.
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Abstract The approach to valida-
tion of a computer program for an
analytical instrument as a compo-
nent of the analytical method (us-
ing this instrument with the pro-
gram) is discussed. This approach
was used for validating a new pro-
gram for atomic absorption analy-
sis. The validation plan derived
from this approach was based on
minimising the influence of all
steps of the analytical procedure
on the analytical results obtained
by the method. In this way signifi-
cant changes in the results may be
caused only by replacement of the
previous program by the new one.

The positive validation conclusion
was based on the comparison of
the results of the analysis of suita-
ble reference materials obtained
with the new program and with its
precursor in the same conditions,
and also on comparison of their
deviations from the accepted refer-
ence values for these materials,
with the corresponding uncertain-
ties.
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Introduction

The validation of analytical methods is a well-known
problem in the analytical community [1]. The interna-
tional guidance for equipment qualification (EQ) of
analytical instruments and their validation is in the de-
velopment stage [2–4]. At this time validation of com-
puter systems for analytical instruments is less elabo-
rated [5–7]. The term “computer system” comprises
computer hardware, peripherals, and software that in-
cludes application programs and operating environ-
ments (MS-DOS, MS-Windows and others) [5, 6]. Since
programs, software and the whole computer system are
elements of the instrument used by the analyst accord-
ing to the analytical method, successful validation of
the method as a “black box” [8] means successful vali-
dation of the instrument, computer system, software
and programs. On the other hand, the same instrument
may also be calibrated and validated as a smaller (in-

cluded) “black box” [9], with a corresponding valida-
tion conclusion about the computer system and its ele-
ments. Next, the computer system is again a smaller in-
cluded “black box” [10, 11] etc. It is like a matreshka –
a Russian wooden doll with successively smaller ones
fitted into it. Therefore the approach to the validation
of a computer program as a validation of a component
of the analytical method is sound. In the framework of
this approach, not all the method validation parameters
(performance characteristics [10, 11]) may be relevant
for the program validation. For example, the validation
parameter “accuracy” (bias) is meaningful in this con-
text, while the “selectivity”, “specificity” or “rugged-
ness” are not. The bias may be evaluated as the differ-
ence between the results of the analysis of suitable ref-
erence materials obtained with the new program and
with its precursor in the same conditions, and also by
evaluation of their deviation from the accepted refer-
ence values for these materials in comparison to the
corresponding uncertainties [12]. Certainly, the pro-


