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Preface 

On behalf of all members of the International Technical Program Committee of the 
11th Online World Conference on Soft Computing in Industrial Applications 
(WSC11), we would like to extend our sincere welcome to you. The conference con-
tinues a tradition started over a decade ago by the World Federation of Soft Comput-
ing (WFSC) to bring together researchers interested in advancing state of the art in the 
field. Continuous technological improvements since then continue to make this online 
forum a viable gathering format for a world class conference.  

The program committee received a total of 63 submissions, of which 61 papers 
qualified for peer review by the International Program Committee. Each paper was 
then reviewed by at least three referees, culminating in the acceptance of 30 papers for 
publication. Authors of all accepted papers were then notified to prepare and submit 
their final manuscripts and conference presentations. This resulted in a total of 28 final 
submissions by 73 authors that comprise the six sessions of the conference program. 
Based on the reviewers’ reports, the authors provided revised versions of the papers – 
all of them are featured in this book. Also featured is an invited paper based on a key-
note presentation. The authors of several outstanding papers have been invited to 
submit significantly revised and extended versions of their papers to the Applied Soft 
Computing Journal. 

We extend our sincere thanks to all authors and to all members of the International 
Program Committee for their clear and unwavering commitment to the success of 
WSC11. Reflecting the worldwide nature of WSC11, authors, members of the pro-
gram committee and the conference organizers are from over 20 countries and five 
continents. We also extend our thanks to our keynote speaker, Dr. Pieter Mosterman 
of the MathWorks for his contributed talk.  

November 29, 2006                                                                                      Ashraf Saad 
General Chair of WSC11 

    Savannah, Georgia, USA 
 

Erel Avineri 
Program Chair of WSC11 

    Bristol, UK 
 



Message from the WSC11 General Chair and Program 
Chair  

It is our pleasure to officially announce the start of the conference. The official 
WSC11 web site has been relocated since August to the following URL: 
http://www.cs.armstrong.edu/wsc11/. Please make the necessary changes to any web 
pages that you maintain with reference to the conference. That will increase the 
chances of search engines pointing to the correct WSC11 web site.  

An opening note has been posted to the conference web site along with the final pdf 
version of all accepted papers. With regard to the presentation of papers and the key-
note, we will be able to support (for the first time in WSC’s history) real-time presen-
tations via audio conferencing. This is made possible through a kind three-week trial 
offer (for the duration of the conference) of Elluminate (http://www.Elluminate.com), 
a Java-based (http://java.sun.com/products/javawebstart/) webinar environment.  
In return, we will provide feedback about the use of this web-based conferencing  
tool in support of our worldwide conference. In order to get an idea of the use  
of this tool, please visit the following URL: https://sas.elluminate.com/m. 
jnlp?sid=1125&password=M.161974A26FAAF95DB6C50F2C6CFF05 where an 
image version of the opening note is currently posted for testing purposes. 

Therefore, we request from each correspondence author to email us back by Friday, 
September 22, with his/her availability to make a 25-30 minutes presentation during 
the upcoming two weeks (Sep 25-Oct 6). Please provide us with 2-3 possible times, 
and indicate your local time zone as it relate to GMT (e.g., EST in the US is GMT-5, 
while Brazil should be GMT-4). A presenter will need a Java-enabled computer, with 
a reasonable high quality connection to the Internet, and which is also equipped with a 
speaker and a microphone (or a headset). We will schedule all presentations and up-
load into Elluminate the presentation slides that have been submitted in August. A 
final schedule of presentations will be posted and emailed to all by Monday, Septem-
ber 25. All interested participants will then be able to connect to a presentation at the 
scheduled time, up to a maximum of 30 seats per session. We will expect session 
chairs to attend as many of the presentations of their sessions as possible.  

It is indeed an exciting development for us to be able to support a synchronous mode 
of interaction for WSC11 given our global community. We also hope to witness a strong 
level of participation in the sessions by researchers from all four corners of the globe.  

September 18, 2006                                                                                      Ashraf Saad 
General Chair of WSC11 

    Savannah, Georgia, USA 

Erel Avineri 
Program Chair of WSC11  

    Bristol, UK 
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Hybrid Dynamic Systems in an Industry Design
Application

Pieter J. Mosterman and Elisabeth M. O’Brien

The MathWorks, Inc., 3 Apple Hill Drive, Natick, MA 01760, USA
{pieter j mosterman,elisabeth.obrien}@mathworks.com

Abstract. The term hybrid dynamic system is a term for a mathematical system that
combines behavior of a continuous nature with discontinuous changes. Such systems
are often formed by the underlying computational representation of models used in
the design of control and signal processing applications, for example in the automotive
and aerospace industries. This paper outlines the benefits of Model-Based Design and
illustrates how many different formalisms may be essential in model elaboration, such
as time-based block diagrams, state transition diagrams, entity-flow networks, and
multi-body diagrams. The basic elements of the underlying hybrid dynamic system
computational representation are presented and it is shown how these elements combine
to form different classes of behaviors that need to be handled for simulation.

Keywords: Model-Based Design; Hybrid Dynamic Systems; Hybrid Systems; Multi-
Formalism Modeling; Embedded Control Systems; Networked Embedded Systems.

1 Introduction

Model-Based Design improves the design workflow of engineered sytems by em-
ploying computational models. In the embedded control systems realm, these
models often are designed using SimulinkR© [20]. An embedded control system
typically consists of a controller and a plant, where the plant is a physical system
that is controlled to operate according to desired behavior.

The elements of Model-Based Design, illustrated in Fig. 1, can be summarized
as:

• Executable specifications from models allow immediate feedback on the be-
havior of a specification, as opposed to documented behavior that often is
misinterpreted.

• Design with simulation supports a faster exploration of the design space as
opposed to constructing physical prototypes.

• Automatic code generation reduces the tedious and error-prone process of
translating a design into a specification for the software engineers and man-
ually writing the corresponding computer code.

• Test and verification can be performed in a much earlier stage in the design
as a computational model is available with access to all internal variables,
including those that may be difficult to obtain on a physical prototype.

A. Saad et al. (Eds.): Soft Computing in Industrial Applications, ASC 39, pp. 1–16, 2007.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2007
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Fig. 1. Model-Based Design elements leverage SimulinkR© models

The adoption of Model-Based Design has enterprise-wide implications [1]. For
example, the extensive use of models throughout the design process has created
the desire to facilitate model reuse. This reuse, in turn, requires design tools
that support the exchange of models between engineering teams. For example,
to obtain a high-fidelity plant model, a SolidWorks [21] computer-aided design
(CAD) model of the geometry can be exported into a SimMechanics [18, 25]
multibody model of the dynamics. Thus, modeling effort is reused as models are
shared across teams.

A controller model may initially be a discrete state based model that is then
extended to include implementation effects such the validation of input data.
This approach implies that an execution engine for a supporting tool set such
as Simulink and StateflowR© [22] has to efficiently handle both a data driven
approach as well as an event driven approach. Because of the widely differing
execution semantics that different models may employ, execution engines are
required to be versatile and powerful such that efficient algorithms, tailored to
the needs of a specific model, can be invoked.

An important distinction in execution semantics can be made between those
that require continuity of variables, possibly in higher derivatives, and those
that allow discrete changes. Combining those two execution semantics results in
hybrid dynamic systems, or hybrid systems for short (e.g., [2, 10, 23]).

The modeling formalisms that capture the discrete part of a hybrid system
often are state transition diagrams [9], for example, a high-level language such as
statecharts [7] may be employed. Statecharts are state transition diagrams that
include language features such as hierarchy, parallelism, and event broadcasting.

The modeling formalisms that capture the continuous part of a hybrid system
often are designed for plant modeling, i.e., the modeling of physics [5, 8], and
they typically rely on differential equations, possibly combined with algebraic
constraints.

The combination of state transition diagrams and differential and algebraic
equations may be desired if, for example, there are widelydiffering time scales
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at which physical phenomena occur. In such a situation, it may be beneficial to
abstract fast continuous behavior into a discrete change. The slower continuous
behavior is then modeled by differential equations, while the discrete behavior
may be modeled by a state transition diagram [12].

For example, a nonelastic collision between two bodies can be modeled in
detail by accounting for dissipation effects that occur from when the bodies
initiate contact to when they achieve the same velocity. Alternatively, detailed
behavior from the dissipative effects can be disregarded, and the velocities can
be instantaneously set to be equal.

This paper provides the elements that constitute a hybrid dynamic sys-
tem. Complications and idiosyncrasies in the behavior of such hybrid dynamic
systems and an ontology of mode transition behavior are presented. It is illus-
trated how instantaneous changes in variables, in combination with the inequal-
ities that define mode switching, can lead to rich and complex mode transition
behavior [13].

Section 2 provides a more detailed introduction to Model-Based Design.
Section 3 illustrates the use of Model-Based Design for a power window con-
trol system, which concretely shows a number of different modeling formalisms
that are employed throughout the design. Section 4 introduces the underlying
computational representation across different modeling formalisms as a hybrid
dynamic system and discusses the characteristics of such a system. Section 5
presents the conclusions of this work.

2 Model-Based Design

The benefits of Model-Based Design are manifold and mostly stem from the
use of computational technologies. In addition, rather than isolated usages of
computational models, it is important that a tool infrastructure is available to
move a model through the design stages while elaborating it along the way.

2.1 Why Model-Based Design?

Model-Based Design uses an executable specification, which facilitates commu-
nication across engineering groups and enables rapid design iterations which
greatly decreases development time. This approach contrasts with a more tradi-
tional approach in which the specification typically consists of a paper document.
The document needs to be shared among many engineers or groups of engineers,
and is often miscommunicated or distributed copies are not kept up to date.

The model that results from an executable specification is not only the repos-
itory for all of the information about the concept and design but also the design
implementation. Once the specification has been made executable, Model-Based
Design enables the exploitation of simulation so that the design space can be
searched for an optimal design efficiently. Moreover, this search may now be
automated.

Following simulation, implementation is achieved through automatic code
generation. Transforming a paper specification of a design into software such
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as C-code is an error-prone process. Automatic code generation can reduce both
design and hand-coding errors while substantially alleviating the tediousness of
the coding task.

Model-Based Design further enables unambiguous communication between
everyone involved in the overall design, within one company and across compa-
nies, such as between suppliers and the original equipment manufacturer (OEM).
When everyone works off the same model, or at least an elaborated form of a core
model, they can speak the same language and communicate more effectively.

Another key benefit of Model-Based Design is early test and verification. If a
model is available early on in the design process, and it is executable, it is possible
to design the tests to ensure that the final product complies with the original
requirements based on the model. Therefore, design testing can be performed
early on in the design process, as opposed to having to wait until the physical
product has become available.

As a result, Model-Based Design eliminates the need for physical prototypes
in the early design phases. Their use can be deferred much longer than in a tra-
ditional design approach, which decreases the reworking of a prototype because
it has already been tested in much greater detail in a computational setting.

2.2 Practicing Model-Based Design

Model-Based Design relies heavily on model elaboration, as shown in Fig. 2. On
the left of the diagram is the core control algorithm, which is often designed
using synthesis techniques based on simplified plant models, such as low-order
linear versions of more complex plant models.

Model elaboration

Executable

specification

Executable

specification

Automated :

- code

- testing

- documentation

•System engineers

•Architects

•Software engineers •Test engineers

•System integrators

•Calibrators

•Research engineers

•

•

Algorithm designers

Analysts

Fewer # of

Issues

Fig. 2. Model elaboration

Once the core control algorithm has been derived, it is handed to the system
engineers who embed it into an overall system. At this point, data validation,
input/output (I/O) functionality, redundancy management, and testing func-
tionality will be included.

The next step is implementation, in which the control algorithm needs to
be coded in C, Ada, or any other desired target language, to embed the con-
trol algorithm into a physical environment as software that executes on a hard-
ware target. This step is typically done by software engineers. Operating system
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issues may arise here; for example, computations that have been designed for
the algorithm as well as for the system must fit into the computational resources
available. The algorithm may need to fit onto a number of microprocessors; there
may be high priority tasks, low priority tasks, and different sample rates, which
are all coded into tasks or multiple tasks; and it is necessary to verify and validate
that the system still operates according to specification.

Finally, the system must be integrated with other systems that have been
built. This requirement leads to the notion of “systems of systems.” Using an
automobile power window as an example, it may be necessary to validate that the
window operates properly in concert with the electrical system by not drawing
electrical power when the engine is started. This is achieved by combining and
integrating the system of systems, as well as calibrating it to make sure that it
operates properly.

Model elaboration, then, is the process of moving the model through a number
of phases where increasing detail is included. This facilitates communication
between the engineering teams responsible for the separate phases. As mentioned
previously, data validation and analysis need to be performed, I/O and interfaces
need to be established, and redundancy management all need to be included in
the design. With Model-Based Design–and its use of executable models–testing
happens every time a model is simulated, and thus is an integrated aspect of the
design process. This integration enables continuous testing and validation that
the model satisfies the requirements and is working according to specifications.

3 A Power Window

To provide a concrete example of the use of Model-Based Design, the design
of a power window (see Fig. 3) is outlined. The power window is an example
of Model-Based Design for embedded control system development from concept
through to implementation. It illustrates the use of different modeling formalisms
that have different models of computation, the combination of which results in
a hybrid dynamic system.

3.1 System Requirements

Electronics are used in automobiles to control various functions such as the open-
ing and closing of windows and sun-roof, adjusting the mirrors/headlights, and
locking and unlocking the doors. These systems are subject to stringent operating
constraints, as failure may result in dangerous and possibly life-threatening sit-
uations. Therefore, careful design and analysis is mandatory before deployment.

Some quantitative requirements for the control of a power window may be as
follows:

• The window must be fully opened and closed within 4 s.
• If the down or up command is issued for at least 200 ms and at most 1 s the

window has to be fully opened or closed, respectively (auto-up/auto-down).
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Fig. 3. An automobile power window

• After a command is issued, the window must start moving within 200 ms.
• The force exerted in the presence of an object should be less than 100 N.
• When an object is present, the window should be lowered by approximately

10 cm.

3.2 Discrete Event Control

The core control algorithm is of a discrete event nature and best modeled by
using a statechart. The statechart contains the basic states of the power window
system: up, auto-up, down, auto-down, rest, and emergency. It models the state
transitions between these states and accounts for the precedence of driver com-
mands over the passenger commands. It also includes emergency behavior that
is to be activated when an object is detected to be present between the window
and the door frame while moving up. In the emergency state, the window is
moved down by 10 cm.

While in the state in which the driver command is neutral, the passenger is
in control and can command the window up or down. Figure 4 shows part of
the Stateflow chart that switches between neutral, up, and down states, as com-
manded by the passenger, passengerNeutral, passengerUp, and passengerDown,

passengerUppassengerDown

passengerNeutral
[up]

1

[down]

2

[endstop]
1

[neutral] [neutral]
[endstop]

1

[up]
2

[down]
2

Fig. 4. A state transition diagram
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respectively. The transitions between states are based on conditions down, up,
neutral, and endstop. The statechart is executed periodically at a 10 ms rate and
the conditions are evaluated at this rate. If one of them is true, the correspond-
ing transition is taken, where the order of evaluation is explicitly shown by the
numbers on the state transition arrows.

The passengerDown and passengerUp states contain subcharts that implement
the auto-up and auto-down state transition logic.

Simulink enables testing the design with a variety of test vectors as inputs to
the state machine. A model coverage report permits verification that the design
is completely excited with the test vectors that have been employed, thereby
showing that the design is void of hidden functionality. The generated report
documents which transitions have been excited and which have not.

3.3 The Emergency Rollback

Further fulfillment of the requirements results in increased design complexity.
Once the discrete event control has been designed and verified, it can be cou-
pled to the continuous time plant model shown in Fig. 5 to ensure the window
is retracted 10 cm upon detecting an object. The plant model contains two in-
tegrators. One computes velocity from the acceleration that results from the
actuation force. The other computes the window position from its velocity. Vis-
cous friction is modeled by the gain block that feeds back a friction force to be
subtracted from the actuation force.

window

position

rotational

velocity

1

s

friction

arm
command

Fig. 5. A second-order plant model

Implementing additional functionality by embedding the statechart in a con-
tinuous time simulator converts the design from an untimed formalism to a timed
formalism. By simulating the system, commanding the window up by switching
the switch embedded in the driver switch block, the position signal can be ana-
lyzed to verify that the 10 cm requirement is satisfied.

3.4 Verifying the 100 N Force Limit

After an initial analysis of the discrete event control and continuous dynamics,
a detailed plant model can be used to evaluate performance in a more real-
istic implementation. Models at such a level of detail are best designed in the
power domain, i.e., as energy flow. This approach is facilitated by several domain
specific blocksets.
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Using a tool for modeling physical systems such as SimMechanics allows iner-
tias, joints, and bodies to be used as basic elements of the modeling formalism.
For example, Fig. 6 shows a SimMechanics model of the scissor-type lift mecha-
nism that is used to move the window up and down and that is shown in Fig. 3.
On the one end, a DC motor drives one of the two levers that constitute the
scissor-like mechanism. Driving torque provided by the DC motor causes the
worm part of a worm gear to rotate which, in turn, causes the lever to rotate.

The SimMechanics model shows the torque coming from the DC motor as an
inport block on the left. This torque is used to actuate a rotational joint, which
represents the worm part with inertia modeled by the worm rigid body block.
The worm connects to the main gear through a gear ratio as modeled by the
worm gear block. Both the worm and the main lever rotate with one degree of
freedom relative to the door. The main gear lever body attaches to the bottom
of the window by a rotate & slide joint, to ensure the attachment can move to
the left or right as the window moves up and down. The angle of the main lever
is measured, in this case for visualization purposes.

q

gear

worm gear
worm

torque

actuation

rotate & slide

main

geardoor

angle

measurementtorque

Fig. 6. A multibody diagram of the lift mechanism

Note that there is no direction associated with the connection of joints and
bodies. Instead, a joint carries two variables: force and velocity. The modeler does
not have to determine if the main gear block computes the force or the velocity.
This is automatically derived by the compiler. Similarly, the DC motor model
is designed using SimPowerSystems [19], and contains undirected connections in
the electrical domain.

At this point in the design it becomes clear that the armature current drawn
by the DC motor is the only available measurement. The control system as
derived earlier now has to be modified to accommodate an input different from
the window position. Instead, when the armature current is more than 1.7 A, an
object is detected.

In Fig. 7 the force exerted by the window during a simulation of the window
moving up is shown.At approximately 2.7 s, an obstacle is detected and thewindow
is retracted by 10 cm. As shown in Fig. 7, the force, indeed, remains below 100 N,
as per the requirement. An assertion check can be inserted so that if the window
exerts a force above 100 N the simulation will stop. This step is done by way of
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adding a check static bound block. Note that the force does fall below -100 N when
the direction of motion is reversed, which does not violate the requirement and is
safe because it is irrelevant how forcefully the window is being pulled down.

0 0.5 1 2.5 3 3.5
-150

-100

-50

0

50

fo
rc

e
[N

]

time [s]

100

Fig. 7. Simulation of the force exerted by the window

3.5 Further Model Elaboration

Further model elaboration may include architectural elements such as the use of
a controller area network (CAN) [4] bus to communicate the user command as in-
put using some switch hardware to the hardware that controls the window move-
ment. Communication is achieved by packaging the commands entered through
the window control switches into a network frame that is sent to the window con-
troller, which unpacks the frame to retrieve the command value. The CAN bus is
modeled as an entity-flow network using SimEventsTM [17]. Part of this model is
depicted in Fig. 8. It shows a write port that sends a prepared frame to a trans-
mit buffer. A flow controller connects to a gating block to release frames for actual
transmission. Once released, a frame is copied so as to make it available on the
communication channel and to queue it so the channel state can be determined.

Network traffic is often best modeled as irregularly spaced in time. To effi-
ciently simulate such behavior, a discrete event simulator typically employs an
event calendar that captures the times when an event occurs [3]. Simulation then
progresses in time by simply updating the current time with the time at which
the earliest event on the calendar occurs. In some applications, this update may
take place in the order of a hundred thousand times over the course of one simu-
lation run. Numerical integration schemes are not required, which enhances the
efficiency of the simulation significantly and allows handling a large number of
discrete events.
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Channel State

(0-free, 1-busy)

TX

Write

#TX

Tx Buffer

Signal Latch

Release Frames

Frame to Channel

Flow Controller

Current Tx
Copy To

Channel

Fig. 8. An entity-flow network

Using SimEvents for the design of event driven systems allows convenient
modeling of how packets of information on the network move and how other
network traffic may affect the performance of the system. Because the CAN bus
is shared and driver commands are put on the bus, the speed at which commands
are retrieved by the control system, which moves the window, is affected by other
network traffic.

Additional communication effects can be added until a sufficient level of detail
is achieved. Controller code can then be automatically generated for any specific
target platform, and coverage analysis tools can be used to ensure that the model
is generating the desired output.

4 Hybrid Dynamic Systems

As illustrated by the power window design example in Section 3, many differ-
ent modeling formalisms are typically employed in the design of an engineered
system. In the case of the power window design, these formalisms include state
transition diagrams (Fig. 4), time-based block diagrams (Fig. 5), multibody di-
agrams (Fig. 6), and entity-flow networks (Fig. 8).

4.1 Elements of a Hybrid Dynamic System

The semantics of the formalisms used are rather different from each other, vary-
ing from mechanical primitives to discrete states and transition elements, and
are based on widely differing models of computation. For example, whereas time-
based block diagrams may be used to model ordinary differential equation be-
havior, state transition diagrams may be used to capture finite state machine
behavior. Similarly, multibody diagrams may be based on differential and alge-
braic equations, while entity-flow networks may rely on discrete-event models of
computation.

An important aspect of these different models of computation is whether state
behavior is allowed to exhibit discontinuous changes or whether state behavior
must be continuous, possibly with further constraints on higher order derivatives.
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A mathematical system that contains both classes of behavior is often referred
to as a hybrid dynamic system, or a hybrid system for short. In this paper, state
variable behavior with continuity constraints corresponds to differential equa-
tion behavior as captured by, for example, time-based block diagrams (Fig. 5)
and multibody diagrams (Fig. 6); state behavior that may be discontinuous cor-
responds to discrete event behavior as captured by, for example, state transition
diagrams (Fig. 4) and entity-flow networks (Fig. 8).

To illustrate a hybrid dynamic system, consider a model of the dynamics of
the power window in Fig. 3, presented in Fig. 9. Here, the window is modeled
as a rigid body that moves in the vertical direction. When the window moves
between the bottom and the top of the door frame, the window movement is
determined by the net force acting on it, which derives from the actuator force
combined with the frictional force and gravity.

Fig. 9. A power window system model

As illustrated in Fig. 9, the top of the door frame can be modeled as a stiff
spring-damper system. This system acts as an additional force when the window
reaches the top of the door frame. The force is composed of a viscous (damping)
force and a displacement (spring) force. The spring-damper force builds up very
quickly to balance the combination of the actuator force, the frictional force,
and gravity. When a balance of forces is achieved, the window stops moving.1

The window behavior can now be schematically captured by the state spaces
in Fig. 10. The two state spaces correspond to the two modes of operation of
the window. In Fig. 10(a), the behavior of the window when it is between the

1 Note that typically the actuator force will be turned off when the window reaches
the top of the door frame. Such feedback aspects are not considered here to avoid
unnecessary complexity in the illustrative behavior.
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bottom and the top of the door frame is shown, which is called the free mode.
In this mode, the actuator force causes a positive velocity, v, according to which
the window starts to move up and increase its position, x. In Fig. 10(b), the
behavior of the window when it is moving against the top of the door frame is
shown, which is called the stuck mode. In this mode, the door frame, modeled by
the spring-damper system, exerts a rapidly increasing force to bring the window
movement to a halt.

v

x

(a) Free

v

x

(b) Endstop

Fig. 10. Modes of behavior for a power window

The state space behavior in Fig. 10 shows a number of important elements
that are present in hybrid dynamic systems [14, 15]:

• Differential equations determine the window behavior in continuous time.
For example, for the power window, Fnet = mwindowv̇, i.e., the net force,
Fnet, acting on the window with mass mwindow corresponds to the window
acceleration v̇, where the dot operator is used to express differentiation with
respect to time.

• Inequality constraints determine where the differential equations are opera-
tional. This is called the operational area (or patch [6]). For the power window,
the differential equations for the free mode are operational when x > xbottom

and x < xtop, with x being the window position and xbottom and xtop the
values corresponding to the bottom and top of the door frame.

• A mode transition function determines which mode is active. For the power
window, the mode transition function captures the change from free to stuck
when x ≥ xtop. The mode transition function is often provided as a state
transition diagram.

4.2 Further Model Abstraction

For many analysis and synthesis tasks, abstractions are applied to the model to
obtain a simplified representation. The abstractions applied determine the level
of detail to capture versus the level of computational complexity suited for the
algorithms employed.

For example, the state space behavior in Fig. 10 may be simplified, as shown
in Fig. 11. Here, the differential equation behavior that couples velocity and posi-
tion in the free mode is partitioned into two piecewise linear modes of operation,
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shown in Fig. 11(a) and Fig. 11(b). Though this may reduce the complexity of the
mathematics involved in computing the up movement, it requires the derivation
of inequalities to properly define the operational areas.

v

x

(a) Low-free

v

x

(b) High-free

v

x

(c) Low-stuck

v

x

(d) High-stuck

Fig. 11. Simplified continuous-time model of the power window behavior

The model can be further simplified by removing the stiff behavior caused
by the spring-damper system in order to quickly reduce the window velocity
to 0, shown in Fig. 11(c) and Fig. 11(d) for the low and high velocity parti-
tioning. Instead, the window velocity may be immediately set to 0, resulting in
a nonelastic collision model. This instantaneous change in velocity is shown in
Fig. 12 as a line with a double arrow head. An important observation is that the
instantaneous change covers two modes: it is initiated in the high-stuck mode
and terminates in the low-stuck mode. This exemplifies that the instantaneous
change may exit the operational area. In general, the point in the state space
where an instantaneous change leaves the operational area indicated by the open
circle in Fig. 12(b), is difficult to determine.

The simplification in Fig. 12 illustrates another important element of hybrid
dynamic systems, the admissible space. Note that, in general, a system of differen-
tial and algebraic equations may contain variables that are operated on by a time
differentation, but that are not state variables. These variables are sometimes
referred to as generalized state variables [24]. Referring to Fig. 12 of the power
window example, even though the window position and velocity are two gener-
alized state variables, the window velocity is required to be 0, leaving only one
degree of freedom, or state, for the dynamic behavior, i.e., the window position.

The space that represents the degree of freedom is called the admissible space. In
Fig. 12 it is the line at which the velocity is 0, indicated by the thick line. In Fig. 11,
the admissible space is the entire state space, indicated by the thick border.
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v

x

(a) Low-stuck

v

x

(b) High-stuck

Fig. 12. Abstraction classes for endstop models

4.3 Mode Transition Sequences

In Fig. 12(b) the admissible space lies outside of the operational area, and thus
this mode has to be departed immediately when it is reached. In general, an im-
portant characteristic of hybrid dynamic systems is that one mode change may
immediately be followed by another mode change without any continuously evolv-
ing behavior in between. This is illustrated by the scenario in Fig. 13. Once the
window reaches the top of the door frame, it changes from the high-free mode to
the high-stuck mode. Before another mode of continuously evolving behavior is
arrived at, a consecutive mode change moves the hybrid dynamic system into the
low-stuck mode.

x > xtop v < vhigh

v v v

x x x

Fig. 13. A sequence of mode transitions at one point in time

In previous work [13, 16] an ontology of state space transition behavior has been
developed. In this ontology, an intermediate mode that is only active at a given
point in time is either called:

• A pinnacle, which causes a change in the state. This situation happens when
the admissible space is outside of the operational area, and the mode is entered
with a state outside of the admissible space.

• A mythical mode, which has no effect on the state. This situation happens when
the mode is entered with a state outside of the operational area and within the
admissible space.

To support computational simulation, these different classes of behavior have to
be properly handled. Details on approaches and algorithms are discussed else-
where [11, 14].
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5 Conclusions

Model-Based Design is increasingly adopted in industry to aid in the design of en-
gineered systems. The use of computational models offers a variety of advantages
over the use of paper documents and physical prototypes. An important aspect of
computational models is that they typically can be executed so the behavior of a
design can be studied by means of simulation.

This paper has given an overview of Model-Based Design and introduced some
of the benefits that can be derived from it. A concrete example has been given by il-
lustrating elements of the design of a power window control system. This example
motivated the need to support widely differing formalisms such as state transi-
tion diagrams, time-based block diagrams, entity-flow networks, and multibody
diagrams.

The execution semantics of each of these formalisms are very different and re-
quire different technology for simulation. A general classification can be made in
terms of behavior that is continuous in time and behavior that may be discontinu-
ous. Combining formalisms with elements in both classes leads to hybrid dynamic
systems.

The basic elements of a hybrid system and an overview of hybrid dynamic sys-
tem behavior in geometrical terms was given.
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Abstract. This work presents study and experimentation for object recognition when isolated 
objects are under discussion. The circumstances of similarity transformations, presence of 
noise, and occlusion have been included as the part of the study. For simplicity, instead of ob-
jects, outlines of the objects have been used for the whole process of the recognition. Fourier 
Descriptors have been used as features of the objects. From the analysis and results using Fou-
rier Descriptors, the following questions arise: What is the optimum number of descriptors to 
be used?  Are these descriptors of equal importance? To answer these questions, the problem of 
selecting the best descriptors has been formulated as an optimization problem. Particle Swarm 
Optimization technique has been mapped and used successfully to have an object recognition 
system using minimal number of Fourier Descriptors. The proposed method assigns, for each of 
these descriptors, a weighting factor that reflects the relative importance of that descriptor. 

Keywords: curve fitting, NURBS, approximation, simulated evolution, algorithm. 

1   Introduction 

Fourier descriptors [1, 2, 14], like Moment descriptors [9], have been frequently used 
as features for image processing, remote sensing, shape recognition and classification. 
Fourier Descriptors can provide characteristics of an object that uniquely represent its 
shape. Several techniques have been developed that derive invariant features from 
Fourier Descriptors for object recognition and representation [1-5, 14]. These tech-
niques are distinguished by their definition, such as the type of data exploited and the 
method for deriving invariant values from the image Fourier Descriptors.  

Granlund [1] introduced Fourier descriptors using complex representation in 1972. 
This method ensures that a closed curve will correspond to any set of descriptors. The 
Fourier descriptors have useful properties [3, 4]. They are invariant under similarity 
transformations like translation, scaling and rotation. The objects having these kind of 
transformations can be easily recognized using some recognition algorithms with 
Fourier descriptors as invariant features. For example, the Fourier descriptors, of the 
boundary [11-13], for recognizing closed contours is proposed in [5]. However,  


