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Preface 

MobiSec 2009 was the first ICST conference on security and privacy in mobile infor-
mation and communication systems. Within the vast area of mobile technology re-
search and application, the intention behind the creation of MobiSec was to make a 
small, but unique, contribution. Our aim in conceiving this conference was to build a 
bridge between top-level research and large-scale application of novel kinds of infor-
mation security for mobile devices and communication. It has been a privilege to 
serve this event as a General Chair.   

In this, first, year, MobiSec already attracted some excellent scientific papers, ap-
plication studies, and contributions from industrial research from all over the world. 
Apart from that, the conference emphasis was on European leadership, by featuring a 
keynote from the European Commission, and contributions from the European 
Commssion-funded research projects SWIFT and OpenTC, which exhibited the 
strength of European industry and academia in the field. MobiSec's focus on knowl-
edge transfer was supported by a tutorial on the Host Identification Protocol––a very 
topical contribution, which emphasizes the need to build in security in the autono-
mous, unsupervised parts of networking, in a cross-layer approach.  

The papers at MobiSec 2009 dealt with a broad variety of subjects ranging from is-
sues of trust in and security of mobile devices and embedded hardware security, over 
efficient cryptography for resource-restricted platforms, to advanced applications such 
as wireless sensor networks, user authentication, and privacy in an environment of 
autonomously communicating objects. With hindsight a leitmotif emerged from these 
contributions, which corroborated the idea behind MobiSec. A set of powerful tools 
have been created in various branches of the security discipline, which await com-
bined application to build trust and security into mobile (that is, all future) networks, 
autonomous and personal devices, and pervasive applications.    

Many people contributed to the success of MobiSec. It was a privilege to work with 
these dedicated persons, and I would like to thank them all for their efforts. The Orga-
nizing Committee as a whole created a frictionless, collaborative work atmosphere, 
which made my task an easy one. Antonio Lioy, who also did a lot of the local organi-
zation together with Daniele Mazzocchi, and Neeli Prasad did a great job assembling 
the Technical Program Committee and running the paper submission and review proc-
ess. A high-quality conference cannot be created without the help of the distinguished 
members of the Program Committee––the soul of each scientific event. Shiguo Lian 
meticulously oversaw the preparation of the conference proceedings. The keynote 
speech by Bart van Caenegem of the EU Commission is very much appreciated, as 
well as the presentations by exponents of the EU research projects. Andrei Gurtov 
contributed a tutorial on an important and current topic. Special credit is due to Ger-
gely Nagy, our conference coordinator from ICST, and his colleagues there, for their 
excellent support during the preparation of the event. It is hard to find an administrator 
under this workload who shows such responsiveness, competence, and pragmatic 
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attitude. Beatrix Ransburg and Eszter Hajdu oversaw the compilation of the CD ROM 
proceedings and this proceedings volume with calm and professionalism. Finally, I 
thank Imrich Chlamtac and the members of the Steering Committee for their support 
and guidance during these months and for entrusting me with the task of chairing 
MobiSec 2009.   

Organizing a conference which is the first of its kind is always an adventure, if not 
venturous in the turbulent times we live in. We are delighted to have been part of it. 
Concluding, I am confident that all participants found MobiSec a stimulating and 
thought-provoking event, and enjoyed their time in Turin. We are looking forward to 
next year's MobiSec.   

 
 

July 2009 Andreas U. Schmidt 
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LoPSiL: A Location-Based Policy-Specification Language . . . . . . . . . . . . . 265
Jay Ligatti, Billy Rickey, and Nalin Saigal

Impersonation Attacks on a Mobile Security Protocol for End-to-End
Communications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 278

Reiner Dojen, Vladimir Pasca, and Tom Coffey

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 289



On Trust Evaluation in Mobile Ad Hoc Networks

Dang Quan Nguyen1, Louise Lamont1, and Peter C. Mason2

1 Communications Research Centre, Canada
{Dang.Nguyen,Louise.Lamont}@crc.gc.ca

2 Defence Research & Development, Canada
Peter.Mason@drdc-rddc.gc.ca

Abstract. Trust has been considered as a social relationship between
two individuals in human society. But, as computer science and network-
ing have succeeded in using computers to automate many tasks, the con-
cept of trust can be generalized to cover the reliability and relationships
of non-human interaction, such as, for example, information gathering
and data routing. This paper investigates the evaluation of trust in the
context of ad hoc networks. Nodes evaluate each other’s behaviour based
on observables. A node then decides whether to trust another node to
have certain innate abilities. We show how accurate such an evaluation
could be. We also provide the minimum number of observations required
to obtain an accurate evaluation, a result that indicates that observation-
based trust in ad hoc networks will remain a challenging problem. The
impact of making networking decisions using trust evaluation on the
network connectivity is also examined. In this manner, quantitative de-
cisions can be made concerning trust-based routing with the knowledge
of the potential impact on connectivity.

Keywords: Ad hoc networks, security, trust evaluation, connectivity.

1 Introduction

A Mobile ad hoc network (MANET) consists of auto-configuring nodes that
communicate with each other using wireless equipment. Such networks are in-
frastructureless, self-deploying and do not require a centralized entity. These
advantages make MANETs suitable for critical uses: tactical military networks,
disaster recovery, etc. Messages between two out-of-range nodes are routed in a
multi-hop way, through intermediate nodes selected by MANET routing proto-
cols (e.g. OLSR [1]).

These characteristics have a deep impact on security issues as they pose new
challenges to the design of security solutions. One of these issues is concerned
with trust management. The ad hoc environment is distributed and changing,
meaning nodes can join and leave the network at any time. Therefore, traditional
identification schemes based on a centralized authentication server are generally
unsuitable for ad hoc networks. Ad hoc networks require new trust management
designs to support a distributed environment and to be more robust against
topology changes. One of the main components of trust management is trust

A.U. Schmidt and S. Lian (Eds.): MobiSec 2009, LNICST 17, pp. 1–13, 2009.

c© ICST Institute for Computer Sciences, Social-Informatics and Telecommunications Engineering 2009



2 D.Q. Nguyen, L. Lamont, and P.C. Mason

evaluation, or how to estimate the degree of trust between two nodes in an ad
hoc network.

In this paper, we focus on the evaluation of trust. We define trust in the
context of ad hoc networks and show how observations can be used to build an
accurate estimate of trust. We also investigate the effect of decisions, based on
trust evaluation, on one of the important properties of ad hoc networks which is
connectivity. Indeed, trust decisions based on strict selection policy may result
in few nodes selected, thus the network topology made of trusted nodes may be
disconnected.

The remainder of this paper is organized as follows. In Section 2, we describe
the existing work on trust computation. We start our study by giving a new
definition of trust in ad hoc networks in Section 3 and discuss some aspects of
this definition. Trust evaluation and estimation accuracy are explained in Sec-
tion 4. We investigate the effect of trust evaluation on the network connectivity
in Section 5. We conclude this paper in Section 6.

2 Related Work

There has been a significant amount of work done on trust. One of the earliest
results on the topic within computer science [2] shows that trust can be formal-
ized as a computational concept. Since then, research on trust has evolved in
two main directions: trust evaluation and trust sharing.

Trust evaluation is concerned with the problem of estimating the trustworthi-
ness of an entity (called a node) within a system, usually viewed as a network
of interacting nodes. In [3], the authors propose a model for trust computation.
This model defines trust as a subjective expectation a node has about another
node based on the history of their encounters. This definition is probably closest
to the one we will present. However, the work done in [3] is limited in the sense
that it only takes into account a node’s binary actions (cooperate or defect)–
that is, the trust is discrete.

In [4], the authors use entropy to measure the uncertainty in trust relationship.
This entropy is obtained from the probability that a node will perform some
action. Such a probability is useful because it can be used as factor in predicting
the behaviour of a node; that is, it can be used to estimate its trustworthiness.
The authors do not, however, specify how this probability of node’s compliance
is arrived at in the first place.

On the other hand, trust sharing is concerned with the problem of sharing the
estimation of a node’s trustworthiness with other (usually distant) nodes and,
conversely, of synthesizing all the received estimations. In [5], the authors propose
an algorithm allowing indirect neighbours to estimate the trustworthiness of each
other based on the trustworthiness of direct neighbours, as long as there exists
a path between them. This algorithm of trust sharing treats it as a single real
value between 0 and 1. It also assumes that trust propagation is multiplicative.
Thus, given a node k which is a direct neighbour of nodes i and j, the level of
trust node i puts in node j is the product of the trust values of node i in node
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k and that of node k in node j. Trust sharing models such as this assume some
transitivity of trust, but put stronger emphasis on information obtained from
direct neighbours while attenuating trust values received via a multi-hop route.
That is, local information carries a greater weight yet can still contribute to a
global trust-sharing model.

In [6], the authors take a different approach to sharing trust values by consid-
ering trust as an opinion composed of a pair of real numbers (trustvalue, confi-
dence) ∈ [0, 1]× [0, 1]. While trustvalue is the estimation of the trustworthiness
that node i puts in node j, confidence is the accuracy of the trust value assign-
ment. In other words, confidence can be viewed as the quality of the estimation
of trust. Therefore, when a node synthesizes opinions about a distant node, it
must take into consideration the confidence value of each local trustvalue. We
believe that this approach can give a more objective result of trust estimation
than in [5] because it recognizes the subjectivity of each local trust estimation.
This type of approach would lend itself well to a trust model that used a fuzzy
logic reasoning engine.

In this paper, we consider the problem of trust evaluation and show how the
quality of trust estimation can be quantified. To start, we state our definition of
trust in the next Section.

3 Definition of Trust

Many existing definitions of trust are derivatives of authentication techniques
which require encryption and a centralized authentication server. While authen-
tication can provide a quick and efficient way to identify a node, implement-
ing a practical and efficient authentication algorithm in an ad hoc environment
remains an open problem [7]. We wish to decouple aspects of trust from au-
thentication so that we may create an additional factor to be used as a tool in
securing MANETs. One of the advantages of having a quantifiable and continu-
ous value of trust available is that it allows flexibility in making certain security
decisions so that trade-offs between security and functionality can be taken into
consideration. We will return to this concept in Section 5.

We define the notion of trust of a given node in a MANET as the consistency of
the node’s behaviour. The behaviour is observed by other nodes in what is known
as a watchdog approach [8]. A consequence of the watchdog approach is that it
is observer-dependent; that is, an observed node can have different observational
outcomes from the perspective of different neighbours. Let us define the capacity
of a node to be the innate properties of that node. The node’s behaviour will
then be inherently tied to, and should reflect, its capacity. If a node behaves
inconsistently, it is either because the node is being unfaithful to its capacity,
in which case it is acting in an untrustworthy manner, or external factors (e.g.
multipath and fading) are affecting its performance. In the latter case, we will
assume that the observing nodes are also monitoring the environment and the
link quality, can detect such factors, and compensate for them when making
their observations.
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Some examples of a node’s behaviour related to security could be:

– The node’s ability to reliably transmit periodic status updates that reflects
parameters such as battery level, location and configuration.

– Forwarding packets in a timely manner based on management information
base (MIB) bounded delay.

– The difference in the amount of data that should be forwarded and that is
actually forwarded.

Our working definition of trust is meant to extract all aspects related to the
capacity (as we have defined it) of a node from previous trust models. We do this
for the purpose of allowing a quantitative measure of trust to be made which can
then be used for making analytical decisions that affect network security. With
this new definition of trust, nodes can proactively measure the trustworthiness
of their neighbours through observation, without the need of challenging them.
Moreover, the network does not need any centralized authentication server to
assert signatures.

This definition of trust also allows us to decouple a node’s capacity and its
trustworthiness. For example, a node may have a large response delay because
the throughput aspect of its capacity is low, but this node can still be trusted by
other nodes as long as its response delays remain consistently large. As a result,
for certain tasks nodes in the network could be selected as a function of both
their trustworthiness and their capacities, e.g.: selecting highly capable nodes
among those who are above a specified trust threshold.

On the assumption that nodes can monitor the behaviour of their neighbours
using a variety of metrics, we will, for the rest of this paper, denote the outcome
of a behaviour observation by X , a continuous random variable. X takes values
between 0 and 1, thus the outcomes are normalized in the entire network. X is
obtained by direct observation by a node i on a node j’s behaviour. Values of
X can be propagated to the other nodes in the network who can use them as
they see fit. Therefore, a given node k can obtain many observation results of a
distant node i from different sources (or observers).

The above assumption demands that the observers accurately report all ob-
servation results and the use of some cryptography mechanisms prevents the ob-
servation results from being modified while they are propagated in the network.
The first assumption requires objectivity and the second trust propagation. These
are strong assumptions and it is well recognized that both issues are themselves
complex problems in MANET security that need to be addressed separately.

4 Accuracy of Trust Evaluation

In this Section, we are interested in trust as a measure of the consistency of a
node’s behaviour as objectively observed by one or many different observers.

4.1 Estimation of a Node’s Capacities

Let X1, X2, . . . , Xn be different observation outcomes of a node i reported by dif-
ferent sources to a node j. If node j computes a weighted average of these values to
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estimate the capacity of i, then our main concern is how accurate this estimation
would be when compared to node i’s true capacity. We can subsequently quantify
the number of observations needed by node j in order to achieve an acceptable
level of confidence in its estimation of node i’s capacity. Node j can then decide
whether it should trust node i to have such an estimated capacity.

Let Y = c1X1 + c2X2 + . . . + cnXn be an estimation of node i’s capacity,
with 0 � ci � 1 and

∑n
i=1 ci = 1. We introduce the weights ci to allow node j

to assign different importance to the values Xi, for example: recent observations
are more important than old ones. All random variables Xi are assumed to be
independent and identically distributed.

Since X measures the observational outcomes of a node’s behaviour, μ = E[X ]
represents the capacity of this node. Our problem can be formulated as follows:
given δ � 0 and ε � 0, what is the probability that an estimation Y of μ can
achieve an accuracy of δ, and conversely, how many observations (n) are needed
in order to achieve an estimation of accuracy δ with the probability 1 − ε?

Theorem 1 (Chernoff bound). Let μ = E[X ]. Denote by φX(s) =∫ ∞

−∞
esxfX(x)dx the moment generating function of X. We have

P [|Y − μ| � δ] � min
s�0

(
e−s(δ+μ)

n∏
i=1

φX(cis)

)

+ min
s�0

(
e−s(δ−μ)

n∏
i=1

φX(−cis)

)

Proof. We have
P [|Y − μ| � δ] = P [Y − μ � δ] + P [Y − μ � −δ] .

Apply Chernoff bound to random variable Y in the first term yields

P [Y − μ � δ] = P [Y � δ + μ] � min
s�0

(
e−s(δ+μ)φY (s)

)
.

Since Xi are independent and identically distributed random variables:

φY (s) = φ∑n
i=1 ciXi

(s) =
n∏

i=1

φciXi(s) =
n∏

i=1

φX(cis).

And hence

P [Y − μ � δ] � min
s�0

(
e−s(δ+μ)

n∏
i=1

φX(cis)

)
.

Similarly, applying the Chernoff bound to the random variable Z = −Y in
the second term yields

P [Y − μ � −δ] � min
s�0

(
e−s(δ−μ)

n∏
i=1

φX(−cis)

)

which ends the proof. ��
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If X is a gaussian random variable with mean μ and variance σ2, then we have
the following result.

Corollary 1. Let ξ =
∑n

i=1 c2
i . If X ∼ G(μ, σ2), then

P [|Y − μ| � δ] � 2 exp
(
− δ2

2σ2ξ

)

Proof. If X ∼ G(μ, σ2) then φX(s) = exp
(
μs + σ2s2

2

)
.

Therefore

n∏
i=1

φX(cis) =
n∏

i=1

exp
(

μcis +
σ2c2

i s
2

2

)

= exp
(
μ
∑n

i=1 cis + σ2∑n
i=1 c2

i s2

2

)
= exp

(
μs +

σ2ξs2

2

)
.

And hence

min
s�0

(
e−s(δ+μ)

n∏
i=1

φX(cis)

)
= min

s�0

(
exp
(
−δs +

σ2ξs2

2

))
.

The expression −δs + σ2ξs2

2 has a minimum value of − δ2

2σ2ξ when s = δ
σ2ξ � 0.

Thus

min
s�0

(
e−s(δ+μ)

n∏
i=1

φX(cis)

)
= exp

(
− δ2

2σ2ξ

)
.

Similar calculations give

min
s�0

(
e−s(δ−μ)

n∏
i=1

φX(−cis)

)
= exp

(
− δ2

2σ2ξ

)
.

The assertion thus follows from Theorem 1. ��
An interesting conclusion we can draw from Corollary 1 is that the accuracy of
the Y -estimation does not depend on the true capacity μ of the subject node.
That is, in other words, if node j has received n observations X1, . . . , Xn of node
i, then it can estimate the capacity of node i with a certain degree of confidence,
even if this estimation indicates that node i’s capacity is low. Conversely, when
some early-arriving reports indicate that node i’s capacity is rather high, node
j should not rely entirely on this small number of observations to conclude this
with a high degree of confidence. Since this result shows that the capacity μ of a
node and the estimation accuracy (represented by δ) are statistically unrelated,
we do not need to have a priori knowledge of a node’s capacity in order to draw
conclusions about its trustworthiness.
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4.2 Number of Observations Required

The following corollary gives a lower bound on the number of observations needed
in order to achieve a desired degree of confidence in the estimation.

Corollary 2. Suppose that X ∼ G(μ, σ2). Given 0 < ε < 1, the minimum
number of observations needed in order to achieve an estimation of accuracy δ
with the probability 1 − ε is

n � 2σ2

δ2 ln
(

2
ε

)

Proof. The inequality in Corollary 1 can be rewritten as

P [|Y − μ| � δ] � min
ξ

(
2 exp

(
− δ2

2σ2ξ

))

where ξ =
n∑

i=1

c2
i � 1

n
by Cauchy-Schwartz inequality. Equality occurs when

c1 = . . . = cn =
1
n

.
Therefore

P [|Y − μ| � δ] � 2 exp
(
− δ2n

2σ2

)
.

And hence
P [|Y − μ| < δ] � 1 − 2 exp

(
− δ2n

2σ2

)
� 1 − ε

yields the desired result. ��
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Figure 1 shows the minimum number of observations needed in order to achieve
an estimation having an accuracy of ±0.03 (δ = 0.03) with probability at least
95%, for three different values of the variance, σ2.

Corollary 2 shows that the minimum number of observations required is pro-
portional to the maliciousness of a node which is represented by the standard
deviation σ. The deviation measures the lack of consistency in a node’s behaviour
and we assume intentionally inconsistent behaviour is malicious or untrustwor-
thy. The more inconsistently a node behaves, the more observations we need in
order to accurately estimate its capacity. This implies that a greater number of
observations are required in order to identify untrustworthy nodes, a fact that
makes doing so a more onerous task.

Corollary 2 also gives a lower bound on the number of observations needed to
perform an accurate estimation. This lower bound is obtained when equal weights
are assigned to each of the observations. Equal weighting of observations is an
unlikely scenario: it is more likely a node will grant more importance to recent
observations than to stale ones, or more importance to its own observations
than to the ones reported by the other nodes. Therefore, the minimum number
of observations needed will be higher but will still be accurately quantifiable.

An additional parameter of interest that can be extracted from our calcula-
tions is the number of observations required to achieve different accuracies in
trust assessment of a node. Figure 2 shows the probability of having an esti-
mation achieve an accuracy δ as a function of the number of observations for a
given variance. This figure shows that achieving a very high level of confidence
in an assessment comes at great cost with respect to the number of observations
required. In this example, it only requires approximately twenty observations to
achieve an accuracy of within 4% (δ = 0.04) with 80% confidence but doubling
the accuracy to 2% at the same confidence level increases the number of required
observations by a factor of six, to n = 120. Again, a goal of this work is to allow
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Fig. 2. Probability that the estimations achieve accuracy δ as a function of n, with
σ2 = 0.01



On Trust Evaluation in Mobile Ad Hoc Networks 9

these tradeoffs to be understood so that decisions using trust as a parameter can
be weighed appropriately.

5 Trust and Network Connectivity

In this section, we study an example where decisions based on trust may have an
effect on the connectivity of the network. In particular, we are interested in the
probability of the network graph remaining connected if some nodes of the network
are untrusted and thus either do not, or are not permitted to, participate in rout-
ing. This probability of connectivity is useful for the configuration of trust-based
routing. Indeed, when a node extracts a trust topology out of the network graph by
excluding nodes having insufficient trustworthiness, it may obtain a partitioned
graph and hence trust-based routing may not be available to all destinations.

5.1 Connectivity of Trust-Based Networks

Network connectivity is an important issue in networking and distributed sys-
tems. Research on this topic ranges from graph theory [9,10,12] to physics-related
domains such as percolation theory [11]. In [12], the authors show that if n nodes
of a network are placed uniformly and independently in a unit disc, then the net-
work is connected with a probability asymptotically tending to 1 if and only if
each node has log n + c(n) neighbours and c(n) → ∞ as n → ∞.

In this section, we consider a connected random graph G characterized by
n nodes and average density d (or number of neighbours per node). We derive
an upper-bound of the connectivity probability for this graph when a subset S,
0 � |S| � n, of randomly chosen nodes in G is untrusted and removed from G.

Figure 3(a) shows an example of a random graph having 20 nodes and average
density 3. Nodes {5, 14, 16, 17}, randomly chosen, are untrusted and removed

(a) Initial network graph G (b) Trust topology, nodes
{5,14,16,17} are untrusted and
removed from G

Fig. 3. A random graph composed of 20 nodes with 3 neighbours in average per node
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from the original graph to obtain a trust topology of the network. This topology
is partitioned into two components (see Figure 3(b)).

The following theorem gives us an upper bound of the probability that the
trust topology remains connected.

Theorem 2 (Trust-based connectivity).
Let ρ = |S|

n , the probability that G\S is connected is

P [G\S is connected] � 1 − (ρ (2 − ρ))
1
2 d(1−ρ)

Proof. We prove this theorem by first quantifying the number of edges that are
removed from G due to the removal of nodes in S. Then, the remaining induced
subgraph G\S is connected if and only if it still has at least one spanning tree.

Since G has n nodes and d neighbours per node on average, the probability
that there exists a link between any two nodes is d

n . Therefore, the expected
number of induced edges of G\S, which has (1 − ρ)n nodes, is

‖G\S‖ =
1
2

((1 − ρ)n)2
d

n
= ‖G‖(1 − ρ)2.

Hence, the expected number of edges removed from G is

‖G‖ − ‖G\S‖ = ‖G‖ (1 − (1 − ρ)2
)

= ‖G‖ρ(2 − ρ)

which means an edge of G is arbitrarily removed with probability ρ(2 − ρ).
Let k be the number of edge-disjoint spanning trees in G\S. As each spanning

tree in G\S has (1 − ρ)n − 1 edges, we have

k � kmax =
‖G‖(1 − ρ)2

(1 − ρ)n − 1
≈ 1

2
d(1 − ρ).

G\S is disconnected if and only if all its k edge-disjoint spanning trees are
disconnected, i.e. at least k edges must be removed from G\S to disconnect it.
Hence

P [G\S is disconnected] � (ρ(2 − ρ))k � (ρ(2 − ρ))
1
2 d(1−ρ)

which ends the proof. ��

5.2 Validation

We validate the above analysis by simulation. To start, we fix a value of ρ
increasing from 0 to 0.95 by step 0.05, i.e. ρ = 0, 0.05, 0.1, . . . , 0.95. For each
value of ρ, we generate 10,000 random graphs. Each graph has 100 nodes and
average density log2(100)+1. Therefore, we ensure that most of the initial graphs
are connected (see [12]).

For each random graph G, 
ρn� nodes are removed from G. The edges incident
to these nodes are also removed. We calculate the percentage of graphs that
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presence of a subset S of untrusted nodes, with |S| = ρn

remain connected along with the standard deviation. In total, 200,000 random
graphs are generated. The simulations are done using Maple software ([13]).

Figure 4 compares simulation results to analysis. We see that the probabilities
of connectivity obtained by simulations closely follow the trend of the upper-
bound probabilities obtained by analysis.

The results shown in Fig. 4 demonstrate the potential impact of using strict
policies on trust to implement concepts like trust-based routing. If the thresh-
old of required trust is set too high, there is a strong likelihood that a critical
number of nodes will be excluded from the network, endangering connectivity.
Knowledge of this relationship between trust-level and potential network segre-
gation will allow security decisions to be made in which assuming different levels
of risk (routing through less-trusted nodes) can be balanced against the value of
increasing the probability of successful message transmission.

6 Conclusion

In this paper, we investigate the issue of trust evaluation and estimation ac-
curacy for ad hoc networks. We start our study by giving a clear definition of
trust in the context of ad hoc networks. This definition extracts the physically
observable aspects of a nodes behaviour so that each node in the network can
decide whether it can trust another node to have certain capacities. We then
show that a node’s true capacity and its estimation accuracy are statistically
independent, given that a node’s behaviour follows a normal distribution law.
We also provide a minimum number of observations required in order to obtain
an accurate estimation of a node’s capacity. Given that this minimum number is
large, we have shown that an implementation of an analytical trust model will
require either a large number of independent observations done in parallel or
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the ability to cache and safely propagate observation information through the
network.

A motivation of this work is to quantify the trade-offs and requirements that
will naturally arise by defining trust in this manner for ad hoc networks. To that
end, we present an example showing what effect trust-based decisions may have
on network connectivity. We derive an upper-bound probability of the network
remaining connected when some nodes in that network are untrusted. This infor-
mation could be used so that trust-based routing is available to as many nodes
in the network as possible while simultaneously having an understanding of the
measure of risk that is being assumed to do so.

In future work, we can study different mobility scenarios (e.g. time required to
compute observations versus speed of nodes) as additional parameters to better
understand the tradeoffs and practicability of using trust for security decisions.
In addition, an examination of the avenues of attack on this trust model can be
considered along with suggestions for mitigating their effects.
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Abstract. We present a data storage scheme for sensor networks that
achieves the targets of encryption and distributed storage simultane-
ously. We partition the data to be stored into numerous pieces such that
at least a specific number of them have to be brought together to recre-
ate the data. The procedure for creation of partitions does not use any
encryption key and the pieces are implicitly secure. These pieces are then
distributed over random sensors for storage. Capture or malfunction of
one or more (less than a threshold number of sensors) does not compro-
mise the data. The scheme provides protection against compromise of
data in specific sensors due to physical capture or malfunction.

Keywords: Distributed data storage, sensor networks.

1 Introduction

Sensors may deployed in hostile environment where they may be prone to dan-
gers ranging from environmental hazards to physical capture. Under such cir-
cumstances the data and encryption keys stored on these sensors is vulnerable
to compromise.

A number of techniques have been proposed for secure communication be-
tween sensors using key management and data encryption [1,2,3,4]. Some tech-
niques aim at secure routing [5,6], intrusion detection [7] and others describe a
mechanism for moving sensitive data around in the network from time to time
[8]. A few researchers propose distributed data storage [15,16,17] but do not ad-
equately address the question of security or use explicit encryption techniques to
secure data which leaves the question of secure storage of encryption/decryption
keys unanswered.

To go beyond the present approaches, one may incorporate further security
within the system by using another layer that increases the space that the in-
truder must search in order to break a cipher [9,10]. Here, we propose an im-
plicitly secure data partitioning scheme whose security is distributed amongst
many sensors. In contrast to hash-based distributed security models for wireless
sensor networks [18,19], we consider a more general method of data partitioning.
In this approach, stored data is partitioned into two or more pieces and stored
at randomly chosen sensors on the network. In scenarios where one or more

A.U. Schmidt and S. Lian (Eds.): MobiSec 2009, LNICST 17, pp. 14–22, 2009.

c© ICST Institute for Computer Sciences, Social-Informatics and Telecommunications Engineering 2009
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pieces may be at the danger of being lost or inaccessible due to sensor failure or
capture, one may employ schemes that can recreate the data from a subset of
original pieces.

A number of schemes have been proposed in the communications context for
splitting and sharing of decryption keys [11,20]. These schemes fall under the
category of “secret sharing schemes”, where the decryption key is considered
to be a secret. Motivated by the need to have an analog of the case where
several officers must simultaneously use their keys before a bank vault or a safe
deposit box can be opened, these schemes do not consider the requirement of
data protection for a single party. Further, in any secret sharing scheme it is
assumed that the encrypted data is stored in a secure place and that none of it
can be compromised without the decryption key.

In this paper, we protect data by distributing its parts over various sensors.
The idea of making these partitions is a generalization of the use of 3 or 9 roots
of a number in a cubic transformation [12]. The scheme we present is simple and
easily implementable.

We would like to stress that the presented scheme is different from Shamir’s
secret sharing scheme which takes the advantage of polynomial interpolation.
Further, Shamir’s scheme maps the secret as points on the y-axis,, whereas the
scheme proposed in this paper maps the secret as points on the x-axis, as roots
of a polynomial.

2 Proposed Data Partitioning Scheme

By the fundamental theorem of algebra, every equation of kth degree has k roots.
We use this fact to partition data into k partitions such that each of the partition
is stored on a different sensor. No explicit encryption of data is required to secure
each partition. The partitions in themselves do not reveal any information and
hence are implicitly secure. Only when all the partitions are brought together is
the data revealed.

Consider an equation of degree k

xk + ak−1x
k−1 + ak−2x

k−2 + ... + a1x + a0 = 0 (1)

Equation 1 has k roots denoted by {r1, r2, ..., rk} ⊆ {set of complex numbers}
and can be rewritten as

(x − r1)(x − r2)...(x − rk) = 0 (2)

In cryptography, it is more convenient to use the finite field Zp where p is a large
prime. If we replace a0 in (1) with the data d ∈ Zp that we wish to partition then,

xk +
k−1∑
i=1

ak−ix
k−i + d ≡ 0 mod p (3)
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where 0 ≤ ai ≤ p − 1 and 0 ≤ d ≤ p − 1. (Note that one may alternatively use
−d in (3) instead of d.) This may be rewritten as

k∏
i=1

(x − ri) ≡ 0 mod p (4)

where 1 ≤ ri ≤ p − 1. The roots, ri, are the partitions. It is clear that the term
d in (3) is independent of variable x and therefore

k∏
i=1

ri ≡ d mod p (5)

If we allow the coefficients in (3) to take values a1 = a2 = ... = ak−1 = 0,
then (3) will have k roots only if GCD(p − 1, k) �= 1 and ∃b ∈ Zp such that d
is the kth power of b. One simple way to chose such a p would be to choose a
prime of the form (k · s + 1), where s ∈ N. However, such a choice would not
provide good security because knowledge of the number of roots and one of the
partitions would be sufficient to recreate the original data by computing the kth

power of that partition. Furthermore, not all values of d will have a kth root and
hence one cannot use any arbitrary integer, which would typically be required.
Therefore, one of the restrictions on choosing the coefficients is that not all of
them are simultaneously zero.

For example, if the data needs to be divided into two parts then an equation
of second degree is chosen and the roots computed. If we represent this general
equation by

x2 + a1x + d ≡ 0 mod p (6)

then the two roots can be calculated by solving the following equation modulo p,

x =
−a1 ±

√
a2
1 − 4d

2
(7)

which has a solution in Zp only if the square root
√

a2
1 − 4d exists modulo p. If

the square root does not exist then a different value of a1 needs to be chosen. We
present a practical way of choosing the coefficients below. However, this brings
out the second restriction on the coefficients, i.e. they should be so chosen such
that a solution to the equation exists in Zp.

Theorem 1. If the coefficients ai, 1 ≤ i ≤ k − 1 in equation (3) are not all
simultaneously zero, are chosen randomly and uniformly from the field, then the
knowledge of any k − 1 roots of the equation, such that equation (4) holds, does
not provide any information about the value of d with a probability greater than
that of a random guess of 1/p.

Proof. Given a specific d, the coefficients in (3) can be chosen to satisfy (4) in
Zp in the following manner. Choose at randomly and uniformly from the field
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k−1 random roots r1, r2, ..., rk−1. Then kth root rk can be computed by solving
the following equation,

rk = d · (r1 · r2 · ... · rk−1)−1 mod p (8)

Since the roots are randomly chosen from a uniform distribution in Zp, the
probability of guessing rk without knowing the value of d is 1/p. Conversely, d
cannot be estimated with a probability greater than 1/p without knowing the
kth root rk. ��
It follows from Theorem 1 that data is represented as a multiple of k numbers
in the finite field.

Example 1. Let data d = 10, prime p = 31, and let k = 3. We need to partition
the data into three parts for which we will need to use a cubic equation, x3 +
a2x

2 + a1x − d ≡ 0 mod p.
We can find the equation satisfying the required properties using Theorem 1.

Assume, (x−r1)(x−r2)(x−r3) ≡ 0 mod 31. We randomly choose 2 roots from the
field, r1 = 19 and r2 = 22. Therefore, r3 ≡ d·(r1 ·r2)−1 ≡ 10·(19·22)−1 mod 31 ≡
11. The equation becomes (x−r1)(x−r2)(x−r3) ≡ x3−21x2+x−10 ≡ 0 mod 31,
where the coefficients are a1 = 1 and a2 = −21 and the partitions are 11, 22
and 19.

Choosing the Coefficients: We described above two conditions that must be
satisfied by the coefficients. The first condition was that not all the coefficients
are simultaneously zero and second that the choice of coefficients should result in
an equation with roots in Zp. Since no generalized method for solving equations
of degree higher than 4 exists [21], a numerical method must be used which
becomes impractical as the number of partitions grows. An easier method to
compute the coefficients is exemplified by Theorem 1 and Example 1.

One might ask why should we want to compute the coefficients if we already
have all the roots? We answer this question a little later.

Introducing Redundancy: In situations when the data pieces stored on one
or more (less than a threshold number of) sensors over the sensor network may
not be accessible, then other sensors should be able to collaborate to recreate
the data from the available pieces. The procedure outlined below extends the k
partitions to n partitions such that only k of them need to brought together to
recreate the data. If {r1, r2, . . . , rk} is the original set of partitions then they can
be mapped into a set of n partitions {p1, p2, . . . , pn} by the use of a mapping
function based on linear algebra. If we construct n linearly independent equations
such that

a11r1 + a12r2 + . . . + a1krk = c1
a21r1 + a22r2 + . . . + a2krk = c2

...
an1r1 + an2r2 + . . . + ankrk = cn
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where numbers aij are randomly and uniformly chosen from the finite field Zp,
then the n new partitions are pi = {ai1, ai2, . . . , aik, ci}, 1 ≤ i ≤ n. The above
linear equation can be written as matrix operation,⎡

⎢⎢⎢⎣
a11 a12 . . . a1k

a21 a22 . . . a2k

...
an1 an2 . . . ank

⎤
⎥⎥⎥⎦
⎡
⎢⎢⎢⎣

r1
r2
...

rk

⎤
⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎣

c1
c2
...

cn

⎤
⎥⎥⎥⎦

To recreate rj , 1 ≤ j ≤ k from the new partitions, any k of them can be brought
together, ⎡

⎢⎢⎢⎣
r1
r2
...

rk

⎤
⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎣

am1 am2 . . . amk

an1 an2 . . . ank

...
ai1 ai2 . . . aik

⎤
⎥⎥⎥⎦
−1

k×k

⎡
⎢⎢⎢⎣

c1
c2
...
ck

⎤
⎥⎥⎥⎦

k×1

A feature of the presented scheme is that new partitions may be added and
deleted without affecting any of the existing partitions.

An alternate approach to partitioning: Once a sensor has computed all
the k roots then it may compute the equation resulting from (4) and store one
or all of the roots on different sensors and the coefficients on different sensors.
Recreation of original data can now be performed in two ways: either using
(5) or choosing one of the roots at random and retrieving the coefficients and
substituting the appropriate values in the equation (3) to compute

− a0 ≡ xk + ak−1x
k−1 + ak−2x

k−2 + ... + a1x mod p (9)

Therefore, the recreated data d ≡ (p − a0) mod p. Parenthetically, this may
provide a scheme for fault tolerance and partition verification. Additionally, a
sensor may store just one of the roots and k − 1 coefficients on the network.
These together represent k partitions.

Note. Distinct sets of coefficients (for a given constant term in the equation)
result in distinct sets of roots and vice versa. This is because two distinct sets
of coefficients represent distinct polynomials because two polynomials are said
to be equal if and only if they have the same coefficients. By the fundamental
theorem of algebra, every polynomial has unique set of roots.

Two sets of roots R1 and R2 are distinct if and only if ∃ri∀rj(ri �= rj),
where ri ∈ R1 and rj ∈ R2. To compute the corresponding polynomials and
the two sets coefficients C1 and C2, we perform

∏k
i=1,ri∈R1

(x − ri) ≡ 0 mod p

and
∏k

j=1,rj∈R2
(x − rj) ≡ 0 mod p and read the coefficients from the resulting

polynomials, respectively. It is clear the at least one of the factors of the two
polynomials is distinct because at least one of the roots is distinct; hence the
resulting polynomials for a distinct set of roots are distinct.

Theorem 2. Determining the coefficients of a polynomial of degree k ≥ 2 in a
finite field Zp, where p is prime, by brute force, requires Ω(� pk−1

(k−1)!�) computations.
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Proof. If A represents the set of coefficients A = {a1, a2, ..., ak−1}, where 0 ≤
ai ≤ p− 1, then by the above note each distinct instance of set A gives rise to a
distinct set of roots R = {r1, r2, ..., rk}, and, conversely, every distinct instance
of set R gives rise to a distinct set of coefficients A. Therefore, if we fix d to
a constant, then (5) can be used to compute the set of roots. Every distinct
set of roots is therefore a k − 1 combination of a multiset [13,14], where each
element has infinite multiplicity, and equivalently a k − 1 combination of set
S = {0, 1, 2, ..., p− 1} with repetition allowed. Thus, the number of possibilities
for the choices of coefficients is given by the following expression〈

p
k − 1

〉
=
(

p − 1 + (k − 1)
k − 1

)

= (p+k−2)!
(p−1)!(k−1)!

= (p+k−2)(p+k−3)...(p+k−k)(p−1)!
(p−1)!(k−1)!

= (p+k−2)(p+k−3)...p
(k−1)!

≥ � pk−1

(k−1)!�

(10)

Here we have used the fact that in practice p � k ≥ 2, hence the result. We
have ignored the one prohibited case of all coefficients being zero, which has no
effect on our result. ��

3 A Stronger Variation to the Protocol Modulo a
Composite Number

An additional layer of security may be added to the implementation by perform-
ing computations modulo a composite number n = p · q, p and q are primes, and
using an encryption exponent to encrypt the data before computing the roots of
the equation. In such a variation, knowledge of all the roots and coefficients of
the equation will not reveal any information about the data and the adversary
will require to know the secret factors of n. For this we can use an equation such
as the one below:

xk +
k−1∑
i=1

ak−ix
k−i + dy ≡ 0 mod n (11)

where y is a secretly chosen exponent and GCD(y, n) = 1. If the coefficients are
chosen such that (11) has k roots then

k∏
i=1

ri ≡ dy mod n (12)

Appropriate coefficients may be chosen in a manner similar to that described
in previous sections. It is clear that compromise of all the roots and coefficients
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will at the most reveal c = dy mod n. In order to compute the original value of
d, the adversary will require the factors of n which are held secret by the sensor
which owns the data.

4 Addressing the Data Partitions

The previous sections consider the security of the proposed scheme when prime
p and composite n are public knowledge. However, there is nothing that compels
the user to disclose the values of p and n. If we assume that p and n are secret
values, then the partitions may be stored in the form of an “encrypted link list”,
which is a list in which every pointer is in encrypted form and in order to find
out which node the present node points to, a party needs to decrypt the pointer
which can be done only if certain secret information is known.

If we assume that p and n are public values then the pointer can be so en-
crypted that each decryption either leads to multiple addresses or depends on
the knowledge of the factors or both. Only the legitimate party will know which
of the multiple addresses is to be picked.

Alternatively, one may use a random number generator and generate a random
sequence of sensor IDs using a secret seed. One way to generate this seed may
be to find the hash of the original data and use it to seed the generated sequence
and keep the hash secret.

5 Future Work and Other Applications

Our approach leads to interesting research issues such as the optimal way to
distribute the data pieces in a network of n sensors. Also in the case when the
sensors are moving, one needs to investigate as to how the partitions need to be
reallocated so that the original sensor is always able to access the pieces when
needed. Further, questions of load balancing so that no one sensor is storing a
very large number of partitions and the partitions are as evenly distributed over
the network as possible, needs to be investigated.

Yet another application of the presented scheme is in Internet voting proto-
cols. Internet voting is a challenge for cryptography because of its opposite re-
quirements of confidentiality and verifiability. There is the further restriction of
”fairness” that the intermediate election results must be kept secret. One of the
ways to solve this problem is to use multiple layers of encryption such that the de-
cryption key for each layer is available with a different authority. This obviously
leaves open the question as to who is to be entrusted the encrypted votes.

A more effective way to implement fairness would be to avoid encryption
keys altogether and divide each cast ballot into k or more pieces such that each
authority is given one of the pieces [22]. This solves the problem of entrusting
any single authority with all the votes and if any of the authorities (less than
the threshold) try to cheat by deleting or modifying some of the cast ballots,
then the votes may be recreated using the remaining partitions. Such a system
implicitly provides a back-up for the votes.
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6 Conclusions

We have introduced a new distributed data storage scheme for the sensor net-
works. In this scheme data is partitioned in such a way that each partition is
implicitly secure and does not need to be encrypted. Reconstruction of the data
requires access to a threshold number of sensors that store the data partition.

An additional variation to the scheme where the data partitions need to be
brought together in a definite sequence may be devised. One way to accomplish it
is by representing partition in the following manner: p1, p1(p2), p2(p3), ..., where
pi(pj) represents the encryption of pj by means of pi. Such a scheme will increase
the complexity of the brute-force decryption task for an adversary.
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