Preface

Parallel CFD 2008, the twentieth in the high-level international series of meetings featuring different aspect of parallel computing in computational fluid dynamics and other modern scientific domains was held May 19 – 22, 2008 in Lyon, France.

The themes of the 2008 meeting included the traditional emphases of this conference, and experiences with contemporary architectures. Around 70 presentations were included into the conference program in the following sessions:

- Parallel Algorithms and solvers
- Parallel performances with contemporary architectures
- Structured and unstructured grid methods, boundary methods
- Software framework and components architecture
- CFD applications (Bio fluid, environmental problem) Lattice Boltzmann method and SPH
- Optimisation in Aerodynamics

This book presents an up-to-date overview of the state of the art in Parallel Computational Fluid Dynamics from Asia, Europe, and North America. This reviewed proceedings included about sixty percent of the oral lectures presented at the conference.
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Abstract. Large scale computations are being carried out in nuclear engineering fields such as light water reactors, fast breeder reactors, high temperature gas-cooled reactors and nuclear fusion reactors. The computational fluid dynamics (CFD) regarding not only the single-phase flows but also the two-phase flow plays an important role for the developments of advanced nuclear reactor systems. In this review paper, some examples of large scale computations in nuclear engineering fields are illustrated by using a parallel visualization.
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1 Numerical Simulation of Boiling Phenomena

It is important to remove the heat from industrial devices and nuclear reactors with a high heat flux to insure their safety. In order to enhance the heat transfer, phase change phenomena such as evaporation and condensation have to be utilized, so that it is important to understand the mechanism of boiling to design industrial devices. Although many researchers have experimentally studied the boiling phenomena, it has not been clarified yet because it consists of a lot of complicated phenomena. As for pool boiling experiments, Kenning & Yan measured the spatial and temporal variations of wall temperature in nucleate boiling by using a liquid crystal thermometry. They pointed out the importance of non-uniform wall temperature distribution and suggested that the transient heat conduction model proposed by Mikic & Rohsenow [2] was unrealistic because of the assumption of uniform transient heat conduction. It is relatively difficult to perform numerical analysis of boiling phenomenon because it includes the phase change. On the other hands, a critical heat flux (CHF) is also very important for high heat flux removal. However, the empirical correlation of the CHF is used in most designs. In general, the prediction of CHF is very
difficult because of the complexity of relation between the nucleation boiling and the bubble departure due to flow convection. Welch [3] carried out the numerical study on two-dimensional two-phase flow with a phase change model using a finite volume method combined with a moving grid, however it can be applied only to a little deformation of gas-liquid interface. Son & Dhir [4] also carried out the two-dimensional pool boiling simulation using a finite difference method with a moving grid. Recently, Juric & Tryggvason [5] conducted a film boiling with a front tracking method by Unverdi & Tryggvason [6]. They pointed out the importance of the temporal and spatial temperature distribution of the heating plate: heat conduction in the slab. The author developed a new volume tracking method, so-called gMARS: Multi-interface Advecton and Reconstruction Solver[7].

This section describes that the MARS is applied to the force convective flow boiling in the channel with an appropriate phase change model: a model for boiling and condensation phenomena based on a homogeneous nucleation and a well-known enthalpy method. This model is good for metal casting problems because of no superheating of liquid. As for the water, it has to be considered the liquid superheat for nucleate boiling phenomena. The direct numerical simulations with this phase change model for pool nucleate boiling and forced convective flow boiling have been performed. The aims of this study are to develop a direct numerical method to simulate boiling phenomena and to simulate the three-dimensional pool nucleate boiling and forced convective flow boiling by the direct numerical simulation (DNS) based on the MARS combined the enthalpy method considered the liquid superheat as the phase change model.

1.1 Numerical Simulation based on MARS

**Governing equations.**

In this section, the direct numerical multiphase flow solver (MARS) is briefly explained. As for $m$ fluids including the gas and liquid, the spatial distribution of fluids can be defined as

$$\langle F \rangle = \sum F_m = 1.0$$  (1)

The continuity equation of the multiphase flows for $m$ fluids:

$$\frac{\partial F_m}{\partial t} + \nabla \cdot (F_m U) - F_m \nabla U = 0$$  (2)

The momentum equation with the following CSF (Continuum Surface Force) model proposed by Brackbill [9] is expressed as:

$$\frac{\partial U}{\partial t} + \nabla \langle U U \rangle = G - \frac{1}{\langle \rho \rangle} \nabla P - \nabla \cdot \tau + \frac{1}{\langle \rho \rangle} F_V$$  (3)

CSF model:

$$F_V = \sigma \kappa n \langle \rho \rangle / \bar{\rho}$$  (4)
here, the mean density at interface, \( \bar{\rho} = (\rho_g + \rho_l)/2 \), the suffix \( g \) denotes vapor and \( l \) for water. \( \kappa \) is curvature of the surface, \( \sigma \) the surface tension coefficient and \( n \) is the normal vector to the surface.

The momentum equation (3) can be solved by means of the well-known projection method. The Poisson equation for the pressure can be solved by the ILUBCG method. Finally, the new velocity field can be obtained. Once the velocity field can be obtained, it can be transported the volume of fluid by the MARS, i.e., a kind of PLIC (Piecewise Linear Calculation) volume tracking procedure [24] for Eq. (2). The detail description of the solution procedure is described in the reference [7].

The energy equation is expressed as:

\[
\frac{\partial}{\partial t} (\rho C_v) T + \nabla \cdot (\rho C_v U T) = \nabla \cdot (\lambda \nabla T) - P (\nabla \cdot U) + Q, \tag{5}
\]

where \( C_v, T, \lambda, Q \) is specific heat, temperature, heat conductivity, heat generation term, respectively. The second term of the right hand side of the equation (5), the Clausius-Clapeyron relation is considered as the work done by the phase change.

**Phase Change Model.**

As mention in the introduction section, nucleate boiling phenomena need to be modeled. One of ideas for this modeling can be considered:

Nucleate boiling model = Nucleation model + Bubble growth model

**Nucleation model:** This model gives the homogeneous superheat limit of liquid and the size of nucleus of bubble. A superheat limit \( T_s \) is got from the kinetic theory [8] or the usual cavity model. Typically \( T_s \) is around 110°C in water pool boiling at an atmospheric pressure. The equilibrium radius \( r_e \) of nucleus corresponding to \( T_s \) can be calculated by Eq. (6) based on the thermodynamics. The \( F \)-value of nucleus corresponding to the ratio of a cell size to a size of nucleus where the shape of nucleus is assumed to be a sphere is given to a computational cell with greater than \( T_s \). In this study, \( T_s \) is a parameter. Although \( T_s \) varies in spatial on the heated surface from the experiment [1], \( T_s \) is assumed to be uniform on the heated surface in the present study. Therefore, particular nucleation sites are not specified.

\[
r_e = \frac{2\sigma}{P_{sat} (T_l) \exp \{ v_l (P_l - P_{sat} (T_l)) / RT_l \} - P_l} (T_l \geq T_s) \tag{6}
\]

where \( r_e \) is a radius of bubble embryo, \( \sigma \) is an interfacial tension, \( T_l \) is a temperature of liquid, \( P_{sat} \) is a pressure corresponding saturation conditions, \( P_l \) is a pressure of liquid, \( v_l \) is a volume of liquid per unit mass, and \( R \) is the ideal gas constant on a per unit mass basis.

**Bubble growth model:** Increasing the temperature, liquid water becomes vapor partially if the temperature of liquid is greater than the liquid saturation line \( (T_l) \), i.e., liquid-gas mixture (two-phase region) and then eventually becomes the superheated gas phase if the temperature is greater than the gas saturation lime \( (T_g) \). This process can be treated by the enthalpy method.
1.2 Results and Discussions on Forced Convective Flow Boiling

In order to get some insights into the mechanism of three-dimensional forced convective subcooled flow boiling, Figure 1 shows the computational domain that is a three-dimensional vertical channel and the sidewall is heated with constant heat flux because of considering the spatial and temporal variations of temperature in the solid sidewall. The length of flow channel is 60 mm, 6 mm in height and 5 mm in width. The computational domain is a half channel because of the symmetry. The heating conditions are as follows: 0.3 mm in length from inlet is adiabatic and following 50 mm by heating of a constant heat flux, 2.4 MW/m² from the outside of solid sidewall of 0.6 mm in thickness and the remaining 9.7 mm is also adiabatic. The inlet mean velocity is 0.5 m/s with a parabolic profile. The no-slip condition at the sidewall, the slip velocity at the symmetric boundary and constant pressure at the outlet are imposed as the boundary conditions. The periodic velocity and temperature conditions are applied to the spanwise boundaries. The water pressure is atmospheric and the degree of water subcooling is 20 K. The solid wall is assumed to be a stainless steel. The degree of superheat is set to be 50 K. The computational cell is uniform cubic shape and the size of cell is 100 μm and the number of cells is $36(x) \cdot 600(y) \cdot 50(z) = 1,080,000$. Time increment is 5 μsec. The fictitious temperature difference used in the enthalpy method is $ΔT = 0.1$ K.

Resulting from the forced convective flow boiling computation as shown in Fig. 2, the series of bubble growth are depicted as black spots, and the gray contours show the temperature distribution at $x=0.25$ mm every 52.5 msec. From the temperature
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evolution, the thermal boundary layer has been developing during computation and does not reach to the equilibrium state at the downstream in this computation, so that it is necessary to carry out much longer computation. The maximum size of bubble is around 1 mm at the present stage. It is interesting that the higher temperature stagnation region is formed in the middle of the channel and three higher temperature streaks are observed in the thermal boundary layer. The bubble generated in the upstream region becomes just like an obstacle and makes a high temperature stagnation or recirculation region behind the nucleated bubbles. Eventually, another bubble will generate in that stagnation or recirculation region because the degree of liquid subcooling could be decreased, i.e., it can be saying a “chain generation of boiling bubbles.”

![Bubble growth and temperature distribution every 52.5 msec](image)

**Fig. 2.** Bubble growth and temperature distribution every 52.5 msec

2 CFD for Two-Phase Flow Behaviors in Nuclear Reactor

Subchannel analysis codes [11]-[13] and system analysis codes [14, 15] are usually used for the thermal-hydraulic analysis of fuel bundles in nuclear reactors. As for the former, however, many constitutive equations and empirical correlations based on experimental results are needed to predict the water-vapor two-phase flow behavior. If there are no experimental data such as an advanced light-water reactor which has been studied at the Japan Atomic Energy Agency (JAEA) in Japan and named as
a reduced moderation water reactor (RMWR), it is very difficult to obtain the precise predictions [16, 17, 18]. The RMWR core has a remarkably narrow gap spacing between fuel rods (i.e., around 1 mm) and a triangular tight lattice fuel rod configuration in order to reduce the moderation of the neutron. In such a tight-lattice core, there is no sufficient information about the effects of the gap spacing and the effect of the spacer configuration on the two-phase flow characteristics. Therefore, in order to analyze the water vapor two-phase flow dynamics in the tight-lattice fuel bundle, a large-scale simulation under the full bundle size condition is necessary. The Earth Simulator [19] enables that lots of computational memories are required to attain the two-phase flow simulation for the RMWR core.

In JAEA, numerical investigation on the physical mechanisms of complicated thermal-hydraulic characteristics and the multiphase flow behavior with phase change in nuclear reactors has been carried out. In this numerical research, some of the authors in JAEA pointed out the improvements of the conventional reactor core thermal design procedures and then proposed a predicting procedure for two-phase flow characteristics inside the reactor core more directly than the conventional procedures for the first time in the world by reducing the usage of constitutive and empirical equations as much as possible [20]. Based on this idea, a new thermal design procedure for advanced nuclear reactors with the large-scale direct simulation method (TPFIT: Two-Phase flow simulation code using advanced Interface Tracking) [21] has been developed at JAEA. Especially, thermal hydraulic analyses of two-phase flow positively for a fuel bundle simulated by the full size using the Earth Simulator are performed [22]. This section describes the preliminary results of the large-scale water-vapor two-phase flow simulation in the tight-lattice fuel bundle of the RMWR core by the TPFIT code.

2.1 Numerical Simulation of Two-Phase Flow Behavior in 37 RMWR Fuel Rods

The TPFIT code is based on the CIP method [23] using the modified interface-tracking method [24]. The surface tension of bubble is calculated using the CSF [9]. Figure 3 shows the computational geometry consisting of 37 RMWR fuel rods. The geometry and dimensions simulate the experimental conditions done by JAEA [25]. Here, the fuel rod outer diameter is 13 mm and the gap spacing between each rod is 1.3 mm. The casing has a hexagonal cross section and a length of one hexagonal side is 51.6 mm. An axial length of the fuel bundle is 1260 mm. The water flows upward from the bottom of the fuel bundle. A flow area is a region in which deducted the cross-sectional area of all fuel rods from the hexagonal flow passage. The spacers are installed into the fuel bundle at the axial positions of 220, 540, 750 and 1030 mm from the bottom. The axial length of each spacer is 20 mm. Inlet conditions of water are as follows: temperature 283°C, pressure 7.2 MPa, and flow rate 400 kg/m²s. Moreover, boundary conditions are as follows: fluid velocities for x-, y- and z-directions are zero on every wall (i.e., an inner surface of the hexagonal flow passage, outer surface of each fuel rod and surface of each spacer); velocity profile at the inlet of the fuel bundle is set to be uniform. The present simulations were carried
out under the non-heated isothermal flow condition in order to remove the effect of heat transfer due to the fuel rods to the fluid. A setup of a mixture condition of water and vapor at the heating was performed by changing the initial void fraction of water at the inlet of the analytical domain.

![Image of three-dimensional analytical geometry of a tight-lattice fuel bundle](image)

**Fig. 3.** Outline of three-dimensional analytical geometry of a tight-lattice fuel bundle

### 2.2 Results and Discussions

Figure 4 shows an example of the predicted vapor structure around the fuel rods. Here, the distribution of void fraction within the region from 0.5 to 1 is shown: 0.5 indicates just an interface between the water and vapor and is shown by green; and 1 indicates the non-liquid vapor and is shown by red. Vapor flows from the upstream to downstream like a streak through the triangular region, and the interaction of the vapor stream to the circumferential direction is not seen. On the other hand, since the vapor is disturbed behind a spacer, the influence of turbulence by existence of the spacer can be predicted.

In order to predict the water-vapor two-phase flow dynamics in the RMWR fuel bundle and to reflect them to the thermal design of the RMWR core, a large-scale simulation was performed under a full bundle size condition using the Earth Simulator. Details of water and vapor distributions around fuel rods and a spacer were
clarified numerically. A series of the present preliminary results were summarized as follows: 1) The fuel rod surface is encircled with thin water film; 2) The bridge formation by water film appears in the region where the gap spacing between adjacent fuel rods is narrow; 3) Vapor flows into the triangular region where the gap spacing between fuel rods is large; 4) A flow configuration of vapor shows a streak structure along the triangular region.

3 DNS for Turbulent Flows with/without Magnetic Field

On the other hand, in the gas-cooled reactor and the fast breeder reactors the coolant is a single-phase flow at mostly turbulent situation. Direct numerical simulations (DNSs) for turbulent flows have been carried out to investigate the turbulent structure in the flow passage and around each fuel rod surface at Reynolds number of 78,000 as shown in Fig. 5. A second order finite difference method is applied to the spatial discretization, the 3rd order Runge-Kutta method and the Crank-Nicolson method are applied to the time discretization, and the time advancing scheme is the fractional time step is used for the coupling scheme, so called, Dukowcz-Dvinsky scheme. The number of used central processing unit is 1,152 and it corresponds to 144 nodes. The total memory is 2 terabytes and the total number of computational grid is 7,200
million points [26, 27]. The flow visualization is very important to grasp the entire picture of the flow behavior, so that a parallel visualization technique is applied in this case. As for the thermofluid behavior in fusion reactors, the magnetohydrodynamic (MHD) effect is very important. DNS for turbulent flow in a parallel channel has been performed as shown in Fig. 7 [28] drawn by the parallel visualization. The turbulent structure is suppressed by the magnetic field, i.e., Lorentz force: Hartmann numbers are 0 (non-MHD) and 65 (MHD).

![Image](image.png)

**Fig. 5.** Second invariant contour surface of velocity tensor of single-phase turbulent flow in a pipe Re=78,000, 7,200 Mega grids, 2 Tera Bytes

### 4 Conclusion

The computational fluid dynamics (CFD) regarding not only the single-phase flows but also the two-phase flow plays an important role for the developments of advanced nuclear reactor systems. To establish the large-scale simulation procedure with higher prediction accuracy is very important for the detailed reactor-core thermal-design in the nuclear engineering. Moreover, the parallel visualization technique is very useful to understand the detailed flow and heat transfer phenomena.
Fig. 6. Magnetic field effect on turbulent flow in a parallel channel: Second invariant contour of velocity tensor
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Abstract. The solution of large and sparse linear systems is one of the main computational kernels in CFD applications and is often a very time-consuming task, thus requiring the use of effective algorithms on high-performance computers. Preconditioned Krylov solvers are the methods of choice for these systems, but the availability of “good” preconditioners is crucial to achieve efficiency and robustness. In this paper we discuss some issues concerning the design and the implementation of scalable algebraic multilevel preconditioners, that have shown to be able to enhance the performance of Krylov solvers in parallel settings. In this context, we outline the main objectives and the related design choices of MLD2P4, a package of multilevel preconditioners based on Schwarz methods and on the smoothed aggregation technique, that has been developed to provide scalable and easy-to-use preconditioners in the Parallel Sparse BLAS computing framework. Results concerning the application of various MLD2P4 preconditioners within a large eddy simulation of a turbulent channel flow are discussed.

Key words: Preconditioning technique, Schwarz domain decomposition, Krylov methods.

1 Introduction

The solution of linear systems is ubiquitous in CFD simulations. For example, the integration of time-dependent PDEs modelling CFD problems, by using implicit or semi-implicit methods, leads to linear systems
where $A$ is a real $n \times n$ matrix, usually large and sparse, whose dimension and entries, conditioning, sparsity pattern and coupling among the variables may change during the simulation. Furthermore, because of the high computational requirements of large-scale CFD applications, parallel computers are often used and hence the matrix $A$ is distributed among multiple processors.

Krylov solvers are the methods of choice for such linear systems, but their efficiency and robustness is strongly dependent on the coupling with suitable preconditioners that are able to provide a good approximation of the matrix $A$ at a reasonable computational cost. Unfortunately, among the various available preconditioners, no one can be considered the “absolute winner” and experimentation is generally needed to select the best one for the problem under investigation. Furthermore, developing parallel implementations of preconditioners is not trivial, since the effectiveness and the parallel performance of a preconditioner often do not agree.

Algebraic multilevel preconditioners have received an increasing attention in the last fifteen years, as testified also by the development of software packages based on them [13, 21, 22, 27]. These preconditioners, which approximate the matrix $A$ through a hierarchy of coarse matrices built by using information on $A$, but not on the geometry of the problem originating $A$ (e.g. on the discretization grid of a PDE), are potentially able to automatically adapt to specific requirements of the problem to be solved [31]. Furthermore, they have shown effectiveness in enhancing the convergence and robustness of Krylov solvers in a variety of applications [25, 24].

In this paper we discuss some issues in the design and development of software implementing parallel algebraic multilevel domain decomposition preconditioners based on Schwarz methods. We start from a description of such preconditioners, to identify algorithmic features that are relevant to the development of parallel software (Section 2). Then we present MLD2P4, a package providing parallel algebraic multilevel preconditioners based on Schwarz domain decomposition methods, in the context of the Parallel Sparse BLAS (PSBLAS) computing framework for distributed-memory machines (Section 3). Specifically, we outline the main objectives and the related design choices in the development of this package. Furthermore, we report on the application of different MLD2P4 multilevel preconditioners, coupled with GMRES, to linear systems arising within a Large Eddy Simulation (LES) of incompressible turbulent channel flows, and discuss the results obtained in terms of numerical effectiveness and parallel performance (Sections 4 and 5). We give a few concluding remarks at the end of the paper (Section 6).

2 Algebraic Multilevel Schwarz Preconditioners

Domain decomposition preconditioners are based on the divide and conquer technique; from an algebraic point of view, the matrix to be preconditioned is divided into submatrices, a “local” linear system involving each submatrix is (approximately) solved, and the local solutions are used to build a preconditioner for the whole original matrix. This process often corresponds to dividing a physical domain associated
to the original matrix into subdomains (e.g. in a PDE discretization), to (approximately) solving the subproblems corresponding to the subdomains and to building an approximate solution of the original problem from the local solutions. On parallel computers the number of submatrices usually matches the number of available processors.

Additive Schwarz (AS) preconditioners are domain decomposition preconditioners using overlapping submatrices, i.e. with some common rows, to couple the local information related to the submatrices (see, e.g., [29]). We assume that the matrix $A$ in (1) has a symmetric nonzero pattern, which is not too restrictive if the matrix arises from some PDE discretization. By using the adjacency graph of $A$, we can define the so-called $\delta$-overlap partitions of the set of vertices (i.e. row indices) $W = \{1, 2, \ldots, n\}$ [8]. Each set $W_i^\delta$ of a $\delta$-overlap partition of $W$ identifies a submatrix $A_i^\delta$, corresponding to the rows and columns of $A$ with indices in $W_i^\delta$. Let $R_i^\delta$ be the (restriction) matrix which maps a vector $v$ of length $n$ onto the vector $v_i^\delta$ containing the components of $v$ corresponding to the indices in $W_i^\delta$. The matrix $A_i^\delta$ can be expressed as $A_i^\delta = R_i^\delta A (R_i^\delta)^T$ and the classical AS preconditioner is defined by

$$M_{AS}^{-1} = \sum_{i=1}^{m} (R_i^\delta)^T (A_i^\delta)^{-1} R_i^\delta,$$

where $m$ is the number of sets of the $\delta$-overlap partition and $A_i^\delta$ is assumed to be nonsingular. Its application to a vector $v$ within a Krylov solver requires the following basic operations: restriction of $v$ to the subspaces identified by the $W_i^\delta$’s, i.e. $v_i = R_i^\delta v$; solution of the linear systems $A_i^\delta w_i = v_i$; prolongation and sum of the $w_i$’s, i.e. $w = \sum_{i=1}^{m} (R_i^\delta)^T w_i$. The linear systems at the second step are usually solved approximately, e.g. using incomplete LU (ILU) factorizations. Variants of the classical AS preconditioners exists; the most commonly used one is the Restricted AS (RAS) preconditioner, since it is generally more effective in terms of convergence rate and of parallel performance [9].

From the previous description we see that the AS preconditioners exhibit an intrinsic parallelism, which makes them suitable for a scalable implementation, i.e. such that the time per iteration of the preconditioned solver is kept constant as the problem size and the number of processors are proportionally scaled. On the other hand, the convergence rate of iterative solvers coupled with AS preconditioners deteriorates as the number of sets $W_i^\delta$, and hence of processors, increases [29]. Therefore such preconditioners do not show algorithmic scalability, i.e. the capability of keeping constant the number of iterations to get a specified accuracy, as the number of processors grows.

Optimal Schwarz preconditioners, i.e. such that the number of iterations is bounded independently of the number of the submatrices (and of the size of the grid, when the matrix comes from a PDE discretization) can be obtained by introducing a global coupling among the overlapping partitions, through a coarse-space approximation $A_C$ of the matrix $A$. The two-level Schwarz preconditioners are obtained by combining a basic Schwarz preconditioner with a coarse-level correction based on $A_C$. In this context, the basic preconditioner is called smoother.
In a pure algebraic setting, $A_C$ is usually built with a Galerkin approach. Given a set $W_C$ of coarse vertices, with size $n_C$, and a suitable $n_C \times n$ restriction matrix $R_C$, $A_C$ is defined as $A_C = R_C A R_C^T$ and the coarse-level correction operator to be combined with a generic AS preconditioner $M_{1L}$ is obtained as

$$M_{C}^{-1} = R_C A_C^{-1} R_C,$$

where $A_C$ is assumed to be nonsingular. The application of $M_C^{-1}$ to a vector $v$ corresponds to the restriction $w = R_C v$, to the solution of the linear system $A_C y = w$ and to the prolongation $z = R_C^T y$.

The operators $M_C$ and $M_{1L}$ may be combined in either an additive or a multiplicative framework. In the former case, at each iteration of a Krylov solver, $M_C^{-1}$ and $M_{1L}^{-1}$ are independently applied to the relevant vector $v$ and the results are added. This corresponds to the two-level additive Schwarz preconditioner

$$M_{2L}^{-1} = M_C^{-1} + M_{1L}^{-1}.$$

In the multiplicative case, a possible combination consists in applying first $M_C^{-1}$ and then $M_{1L}^{-1}$, as follows: coarse-level correction of $v$, i.e. $w = M_C^{-1} v$; computation of the residual $y = v - A w$; smoothing of $y$ and update of $w$, i.e. $z = w + M_{1L}^{-1} y$. These steps correspond to the following Schwarz preconditioner, that we refer to as two-level hybrid post-smoothed preconditioner:

$$M_{2LH-post}^{-1} = M_{1L}^{-1} + (I - M_{1L}^{-1} A) M_C^{-1}.$$

Similarly, the smoother may be applied before the coarse-level correction operator (two-level hybrid pre-smoothed preconditioner), or both before and after the correction (two-level hybrid symmetrized preconditioner).

An algebraic approach to the construction of the set of coarse vertices is provided by the smoothed aggregation [4]. The basic idea is to build $W_C$ by suitably grouping the vertices of $W$ into disjoint subsets (aggregates), and to define the coarse-to-fine space transfer operator $R_C^T$ by applying a suitable smoother to a simple piecewise constant prolongation operator. The aggregation algorithms are typically sequential and different parallel versions of them have been developed with the goal of achieving a tradeoff between scalability and effectiveness [32]. The simplest parallel aggregation strategy is the decoupled one, in which every processor independently applies the sequential algorithm to the subset of $W$ assigned to it in the initial data distribution. This version is embarrassingly parallel, but may produce non-uniform aggregates near boundary vertices, i.e. near vertices adjacent to vertices in other processors, and is strongly dependent on the number of processors and on the initial partitioning of the matrix $A$. Nevertheless, the decoupled aggregation has been shown to produce good results in practice [32].

Preconditioners that are optimal in the sense defined above do not necessarily correspond to minimum execution times. For example, when the size of the system to be preconditioned is very large, the use of many processors, i.e. of many small
submatrices, may lead to large coarse-level systems, whose exact solution is generally computationally expensive and deteriorates the implementation scalability of the basic Schwarz preconditioner. A possible remedy is to solve the coarse level-system approximately; this is generally less time expensive, but the correction, and hence the preconditioner, may lose effectiveness. Therefore, it seems natural to use a recursive approach, in which the coarse-level correction is re-applied starting from the current coarse-level system. The corresponding preconditioners, called multilevel preconditioners, can significantly reduce the computational cost of preconditioning with respect to the two-level case. Additive and hybrid multilevel preconditioners are obtained as direct extensions of the two-level counterparts; a detailed description may be found in [29, Chapter 3]. In practice, finding a good combination of the number of levels and of the coarse-level solver is a key point in achieving the effectiveness of a multilevel preconditioner in a parallel computing setting; the choice of these two features is generally dependent on the characteristics of the linear system to be solved and on the characteristics of the parallel computer.

3 The MLD2P4 software package

The MultiLevel Domain Decomposition Parallel Preconditioners Package based on PSBLAS (MLD2P4) [13] implements multilevel Schwarz preconditioners, that can be used with Krylov solvers available in the PSBLAS framework [20] for the solution of system (1). Both additive and hybrid multilevel variants are available; the basic AS preconditioners are obtained by considering just one level. An algebraic approach, based on the decoupled smoothed aggregation technique, is used to generate a sequence of coarse-level corrections to any basic AS preconditioner, as explained in Section 2. Since the choice of the coarse-level solver is important to achieve a trade-off between optimality and efficiency, different coarse-level solvers are provided, i.e. sparse distributed and sequential LU solvers, as well as distributed block-Jacobi ones, with ILU or LU factorizations of the blocks. More details on the various preconditioners implemented in the package can be found in [13].

The package has been written in Fortran 95, to enable immediate interfacing with Fortran application codes, while following a modern object-based approach through the exploitation of features such as abstract data type creation, functional overloading and dynamic memory management. Single and double precision implementations of MLD2P4 have been developed for both real and complex matrices, all usable through a single generic interface.

The main “object” in MLD2P4 is the preconditioner data structure, containing the matrix operators and the parameters defining a multilevel Schwarz preconditioner. According to the object-oriented paradigm, the user does not access this structure directly, but builds, modifies, applies and destroys it through a set of MLD2P4 routines. The preconditioner data structure has been implemented as a Fortran 95 derived data type; it basically consists of an array of base preconditioners, where a base preconditioner is again a derived data type, storing the part of the preconditioner associated to a certain level and the mapping from it to the next coarser level. This
choice enables to reuse, at each level, the same routines for building and applying the preconditioner, and to combine them in various ways, to obtain different preconditioners. Furthermore, starting from a description of the preconditioners in terms of basic sparse linear algebra operators, as outlined in Section 2, the previous routines have been implemented as combinations of building blocks performing basic sparse matrix computations (for more details see [6, 12]). The PSBLAS library, which includes parallel versions of most of the Sparse BLAS computational kernels proposed in [17] and sparse matrix management functionalities, has been used as software layer providing the building blocks. The vast majority of data communication operations required by MLD2P4 have been encapsulated into PSBLAS routines; only very few direct MPI calls occur in the package. The choice of a modular approach, based on the PSBLAS library, has been driven by objectives such as extensibility, portability, sequential and parallel performance.

The modular design has naturally led to a layered software architecture, where three main layers can be identified. The lower layer consists of the PSBLAS kernels. The middle one implements the construction of the preconditioners and their application within a Krylov solver. It includes the functionalities for building and applying various types of basic Schwarz preconditioners, for generating coarse matrices from fine ones and for solving coarse-level linear systems; furthermore, it provides the routines combining these functionalities into multilevel preconditioners. The middle layer includes also interfaces to the third-party software packages UMFPACK [14], SuperLU [15] and SuperLU_DIST [16], performing sequential or distributed sparse LU factorizations and related triangular system solutions, that can be exploited at different levels of the multilevel preconditioners. The upper layer provides a uniform and easy-to-use interface to all the preconditioners implemented in MLD2P4. It consists of few black-box routines suitable for users with different levels of expertise; non-expert users can easily select the default basic and multilevel preconditioners, while expert ones can choose among various preconditioners, by a proper setting of different parameters.

A more detailed description of MLD2P4 can be found in [7, 13]; a deep analysis of the effectiveness and parallel performance of MLD2P4 preconditioners, as well as a comparison with state-of-the-art multilevel preconditioning software, can be found in [7, 12].

4 Using MLD2P4 in the LES of turbulent channel flows

MLD2P4 has been used within a Fortran 90 code performing a LES of turbulent incompressible channel flows, in order to precondition linear systems which are a main computational kernel in an Approximate Projection Method (APM). We briefly describe the numerical procedure implemented in the code, to show how MLD2P4 has been exploited; for more details the user is referred to [1].

Incompressible and homothermal turbulent flows can be modelled as initial boundary-value problems for the Navier-Stokes (N-S) equations. We consider a non-dimensional weak conservation form of these equations, involving the volume