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FOREWORD 

This book is the collection of most of the papers presented at the 14th
 
Italian 

Conference on Sensors and Microsystems, promoted by the Italian Association 
on Sensors and Microsystems (AISEM). This Conference edition, organized by 
the University of Pavia, was held from 24th to 26th

 
February 2009 in the 

historical Aula Foscolo of the University of Pavia. The book includes also three 
tutorial papers, which address basic concepts in the area of sensors and 
microsystems.  

The 2009 AISEM Conference edition was opened by the Rector of the University 
of Pavia, Prof. Angiolino Stella, who is well known for his research activity in the 
sensor and microsystems community. Moreover, this edition was characterized by 
four important invited talks from the industrial world, which demonstrated the 
successful exploitation of the research in the field of sensors and microsystems.  

Benedetto Vigna (STMicroelectronics) illustrated the strategy, both at technical 
and management level, that allowed STMicroelectronics to become in 2009 the 
world leader in the MEMS market. Christoph Hagleitner (IBM Research Zurich) 
described the recent development of the “Millipede Project”, that uses a 
nanotechnology approach to increase the performance of data storage systems. 
Marco Sabatini (Pirelli) explained the application of several microsensor 
techniques in the realization of a Cyber-Tyre under development at Pirelli. 
Finally, Giorgio Fagnani (Gefran Sensori) spoke about the recent developments 
on sensors for pressure measurements at high temperature.  

More than 100 researchers participated to the event ,organized with both oral 
and poster sessions. At the end of the Conference, two awards were delivered 
for the best paper and the best posters.  

The Best Paper Award entitled to Angelo Rizzo, aimed to support young 
researchers, sponsored by CNR-IMM and delivered by Dr. Pietro Siciliano, was 
assigned to Marco Grassi for the paper “A Multisensor System for High 
Reliability People Fall Detection in Home Environment”.  

The Best Poster Award, sponsored by the Conference Organization, was assigned 
ex-aequo to the papers “Actively Controlled Power Conversion Techniques for 
Piezoelectric Energy Harvesting Applications” by A. Romani, C.  

 



Foreword vi 

Tamburini, R. P. Paganelli, A. Golfarelli, R. Codeluppi, M. Dini, E. Sangiorgi, 
M. Tartagni and “A Novel Based Protein Microarray for the Simultaneous 
Analysis of Activated Caspases” by I. Lamberti, L. Mosiello, C. Cenciarelli, A. 
Antoccia, C. Tanzarella.  

Special thanks are given to Dr. Alessandro Cabrini of the University of Pavia 
for his effort and dedication in the organization of the Conference.  
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WITH THE EYE OF THE BEHOLDER: AN INTRODUCTION 
TO THE OBSERVATION OF MULTIDIMENSIONAL DATA 

WITH THE PRINCIPAL COMPONENT ANALYSIS 

C. DI NATALE 
Deparment of Electronic Engineering, University of Rome “Tor Vergata”. Via del 

Politecnico 1,00133 Roma, Italy, e-mail: dinatale@uniroma2.it 

1.   Data, patterns, matrices, and vector spaces 

The graphical representation of experimental data is one of the most important 
and immediate approaches for the interpretation of scientific experiments. The 
process of description of data in a geometrical space is guided by some fundamental 
assumptions. For instance the connection of experimental data with points in a 
Euclidean space is the basic operation for any data representation. It is out of the 
scope of this paper to discuss the consequences of the introduction of non-
Euclidean spaces, but it would be interesting to reflect that in the last century 
several demonstrations about the physical meaning of non-Euclidean spaces 
were provided. 

Data are elementary entities that describe partial aspects of a phenomenon. When 
physical quantities are involved, data are the results of the application of pre-
determined measurement instruments to the phenomenon under study. Measure-
ment instruments and their measured quantities are predefined entities that are 
used, with the same meaning, in very different context. Let us consider, for 
instance, the measure of length; this can be applied to measure the height of an 
individual or the distance traveled by a vehicle. The resulting data will be 
formally the same but their meaning is, of course, extremely different. In some 
case such a data will not be adequate to describe a phenomena, as it will be 
discussed later. 

Abstract. Multivariate data analysis is the necessary tool to study complex phenomena 
and to analyze data of complex analytical techniques such as chromatography and spectro-
photometer. One of the most useful approaches in science to experimental data interpret-
ation is the visualization of data. This fundamental operation cannot be simply performed 
with multivariate data. In this paper, an introduction to principal component analysis is 
offered as one of the method that can provide a meaningful representation of data in a 
projection plane. The choice of the projection plane corresponds to the determination of 
an optimal point of observation where multidimensional data can display most of their 
meaning. 
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by a ruler. The treatment of scalar (or univariate) data is well known and it is a 
background provided by any scientific or technical training.  

In this paper the description of multivariate data will be considered. Multivariate 
data are provided either by multidimensional instruments or collecting together 
a number of univariate data in order to describe complex phenomena. 

Multidimensional instruments are those measurement systems that, as a result 
of a measure, provide a sequence of ordered numerical quantities. Examples of 
this are gas-chromatographers, spectrophotometers, or sensor arrays and in 
particular those particular classes of arrays of partially selective sensors known as 
electronic noses. On the other hand, the description of complex phenomena req-
uires the use of many individual data. As an example, to define the meteorological 
conditions is necessary to get at the same time data about the atmospheric 
pressure, the magnitude and direction of wind, the temperature, the relative 
humidity and so on.  

Multivariate data are naturally composed in ordered sequences that are called 
patterns. The mathematical entity suitable to represent collections of patterns is 
the matrix. Linear algebra is then utilized to manipulate the patterns [1]. In this 
context the known relationship between matrices and vector spaces is also 
utilized to describe pattern. In practice, each pattern is associated to a vector in a 
suitable Euclidean vector where each basis vector is one of the dimensions of 
the multivariate data. 

It is important to consider that observations take place at dimension 2, and 
then when the dimension is larger than 2, in order to observe the data is 
necessary to consider the point of view of the observation. This is a common 
knowledge that the perception of a three-dimensional object may change 
according to the point of view. As well known to any person taking a photograph 
there is a set of optimal point of views where the interesting aspects of an object 
can be projected onto the camera focal plane. 

As an example, let us consider for instance a set of peaches of different 
cultivars for which the following parameters have been measured: total antocyanins 
content, brix degree, chlorophyll content, details about this experiment are 
found in [2]. In Fig. 1 the data, plotted in a three dimensional Euclidean space, 
are observed from two different points of view. It is straightforward that 
different points of view allows for different appreciation of the characteristics of 
the studied samples. For instance data points cluster in three groups in one case 
and in two groups in the other. 

In the following of this paper the observation of patterns of dimensions larger 
than 3 will be discussed. Even if the original space goes beyond a sensible 
appraisal, the method is the same described for the display of data of dimension 
3 and namely the projection from a point of observation onto a plane.  

A great difference about data is related to their dimension. Simple data are 
scalar quantities complemented by a unit of measure, such as the data provided 
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Figure 1. Observation of the same data set from different points of view reveals or conceal the 
relationship between the data. 

2.   Data correlation 

In the previous section it has been mentioned that the kind of data that can be 
acquired from a given phenomenon is predefined and it is limited to the set of 
quantities that are measurable. This means that for a specific phenomenon a sort 
of inadequacy of the measurable data can emerge. The inadequacy of data is 
manifested by the fact that different quantities tend to describe the same aspect 
of a phenomenon. In practice, it appears that a phenomenon is described by a set 
of internal processes that affects, at the same time, quantities that are physically 
different among them. To elucidate this point let us consider the following 
example. Let us suppose to consider a population of individuals and to measure 
for each of them the height and the weight. From a physical point of view length 
and mass are distinct quantities, and actually they are part of the three basic 
quantities from which all the other mechanical units of measure are formed. If 
the collected data are considered to form patterns and if these patterns are 
plotted in a bidimensional plane it is likely to observe that the points are almost 
aligned along a line. This means that the two data are in some way related one 
each other, in particular if an individual has a large weight it probably has a 
large height too. The connection between height and weight is absolutely not 
due to the nature of the measured quantity but rather to the fact that humans are 
characterized by law according to which the body mass tend to be vertically 
distributed. Deviations from this general trend indicate the peculiar properties of 
each individual that tend to derogate from the common law. 

Data connected each other by an internal mutual dependence are said 
correlated. The degree of correlation is measured, for instance, by the linear 
correlation coefficient. Correlation can be either positive or negative describing 
if at a positive growth of one variable corresponds an increment or a decrement 
of the other. The correlation coefficient takes value from −1 to +1 indicating 
with ±1 positive and negative correlation and with 0 the absence of correlation. 

Given a matrix of patterns, the calculus of the mutual correlation coefficients 
Provides evidences about the existence of internal relationships connecting 
variables among them. It is worth to mention that these kinds of conclusions 
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derive exclusively from an observation of data and they have to be corroborated 
and explained by the science pertaining to the kind of considered phenomenon. 
The mutual correlation coefficients can be arranged in a matrix called correlation 
matrix. Of course the matrix is symmetric (the correlations between variables 1 
and 2, and variables 2 and 1, are obviously the same) with 1 along the main 
diagonal (each variable is correlated to itself).  

Let us consider as an example an extension of the pattern matrix previously 
introduced about a population of peaches.  For each peach the following quantities 
have been measured: acidity, antocyanins, brix, carotene, and chlorophyll. The 
correlation matrix of these data is shown in Table 1. 

Table 1. Correlation matrix of a number of variables measured in a population of peaches. 

 Acid Antoc. Brix Carot. Chloroph. 
Acid 1.00 −0.48 0.34 0.15 −0.32 
Antoc. −0.48 1.00 −0.70 −0.56 0.88 
Brix 0.34 −0.70 1.00 0.30 −0.76 
Carot. 0.15 −0.56 0.30 1.00 −0.25 
Chloroph. −0.32 0.88 −0.76 −0.25 1.00 

 
The correlation coefficients suggest for instance that since the couple anto-

cyanins and chlorophyll are largely correlated, the color of peaches is a blend of 
red and green. Another suggestion comes from the negative correlation of the 
couple chlorophyll and brix degree indicating that green peaches are not sweet. 

In terms of data appearance in the Euclidean space, the existence of correlation 
indicates that the data point tend to be aligned along a line. Then two correlated 
quantities instead of uniformly filling the space tend to occupy a space volume 
that is more than unidimensional but not completely bidimensional. This 
characteristic influences greatly the determination of an optimal point of view 
where multidimensional data can be observed preserving the relationship between 
the data. 

3.   Principal component analysis 

Principal Component Analysis (PCA) is a method to decompose a set of 
multivariate patterns into non-correlated variables [3]. In practice, PCA defines 
for a given set of multivariate data a number of novel variables that are not 
directly measurable but are defined as a linear combination of measurable variables. 
The main property of these novel variables (called principal components) is their 
non-correlation. They can be interpreted as a sort of virtual data each describing 
non-correlated properties of the phenomenon under study. The contribution to 
each principal component of the original measured quantities helps in under-
standing the processes occurring in the phenomenon as it will be clear in the 
example that will be discussed later. 

The calculus of PCA is based on the statistical properties of the whole set of 
patterns. For this reason it is necessary, before to discuss PCA, to introduce the 
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main aspects related to multivariate Probability Distribution Function (PDF) and 
in particular the multivariate Gaussian PDF [4]. 
 

 
Figure 2. Example of a bivariate Gaussian PDF with mean = [0.0] and covariance matrix defined by 
σ2

x1
 = 0.25, σ2

x2
 = 0.15, ρσx1σx2. Right figure shows the iso-probability curves in the variable space. 

3.1.   Multivariate Gaussian PDF 

The Gaussian PDF, also known as normal PDF, of a univariate quantity x is 
given by the following equation: 
 

    

f ( x) =
1

2πσ
⋅ exp −

x − m( )2

2σ 2

⎡ 

⎣ 

⎢ 
⎢ 

⎤ 

⎦ 

⎥ 
⎥ 
 

 
where m and σ are the mean and the variance of the variable x. The importance 
of Gaussian distribution in experimental science derives from the so-called 
central theorem limits that claims that a measurable quantity that is due to the 
simultaneous occurrence of elementary phenomena differently distributed tend 
to be normally distributed as the number of elementary phenomena tend to 
infinite. Since practically all the measurable quantities are macroscopic 
manifestation of a large number of microscopic phenomena (e.g. the electric 
current) all the experimental data can be considered distributed according to the 
Gaussian PDF.  

In order to generalize the univariate PDF to the multivariate case is necessary 
to define the statistical descriptors (mean and variance) that characterize the 
Normal function. Given a matrix of patterns, the multivariate mean is simply a 
vector composed by the mean of each variable. The generalization is more 
complex in case of variance. It is worth to recall that the variance is the expected 
value of the square deviation from the mean: 
 

  
σ 2 = E x − m( )2⎡ 

⎣ ⎢ 
⎤ 
⎦ ⎥  
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When x is a vector the previous definition becomes: 
 

    
Σ = σ ij

2 = E xi − m( )T
⋅ x j − m( )⎡ 

⎣ ⎢ 
⎤ 
⎦ ⎥  

 
Where the indexes i and j go from 1 to the number of variables. The previous 
definition gives rise to a symmetric square matrix where the diagonal contains 
the variances of single variables and the other positions are proportional to the 
correlation coefficient according to the following equation: 
 

 Σij = ρij ⋅σ i ⋅σ j 
 
Figure 2 shows a bivariate Gaussian PDF with evidenced the iso-probability 
surfaces (in this case curves). These curves are defined by the quadratic form 
built with the covariance matrix. 
 

  
x − x   y − y [ ]⋅

σ x
2 ρxyσ xσ y

−ρxyσ xσ y σ y
2

⎡ 

⎣ 
⎢ 
⎢ 

⎤ 

⎦ 
⎥ 
⎥ 
⋅

x − x 
y − y 

⎡ 

⎣ 
⎢ 

⎤ 

⎦ 
⎥ = k

 
 
Since the covariance matrix is symmetric, according to the properties of quadratic 
forms, the iso-probability curves of bivariate Gaussian PDF are ellipse, in case 
of multivariate Gaussian PDF the iso-probability curves are ellipsoids. 

3.2.   Covariance matrix and principal components 

The orientation of the curves associated to the covariance matrix provides 
immediate information about the correlations among the variables. Figure 3 shows 
two important configurations related to correlated and non-correlated variables. 
For sake of simplicity let us consider all the variables reduced to zero mean. The 
removal of mean leaves the covariance matrix as the unique meaningful descriptor 
of the set patterns. It is worth to remind that this is a peculiarity of Gaussian 
function. 

It is clear that, in terms of iso-probability ellipsoids, a covariance matrix 
describing correlated variables is not written in canonical forms, and on the 
contrary when the iso-probability ellipsoid appears in canonical form it describes 
non-correlated variables. Let us remind that an ellipsoid is in canonical form 
when the principal axes of the ellipsoid coincide with the basis vectors. 

The calculus of the principal components can then be reduced to the calculus 
of a novel basis in the patterns space where the principal axes of the iso-
probability ellipsoid are the basis vectors. 

It is known that the principal axis of an ellipsoid are the eigenvectors of the 
matrix associated to the curve, then the eigenvectors of the covariance matrix of 
the patterns are the principal components of the matrix of patterns. 



With the Eye of the Beholder 

 

9 

 
Figure 3. Examples of iso-probability ellipses occurring in case of correlated (left) and non-
correlated (right) variables. 

Besides the eigenvectors, the associated eigenvalues defines the importance 
of each principal component. Eigenvalues provide a measure of the elongation 
of the ellipse along the associated eigenvectors and it is a measure of the 
variance explained by each principal component. Indeed, since the principal 
components are non-correlated the total variance of the data set is given by the 
sum of the variances along each principal component. Therefore, the eigenvalues 
measure the “importance” of each associated principal components. 

In practice the calculus of PCA can be reassumed in the following procedure. 
Let us consider a patterns matrix X where each row of the matrix is a pattern 

describing a different sample and each column is one measurable variable. The 
corresponding covariance matrix is Cov(X) = XTX. The principal components 
of the matrix X are the eigenvectors of the corresponding covariance matrix. 
The coefficients defining the eigenvectors in the original variables basis are 
called loadings. The loadings form a matrix called P. The coordinates of the 
patterns in the principal components basis are called scores, these form a matrix 
called T. The relationship between scores (T), loadings (P) and the original 
matrix (X) is the following: T = XP. 

Since the eigenvalues associated to the eigenvectors provide a measure of the 
amount of the total variance explained along the eigenvector, the representation 
can be limited only to the most meaningful principal components allowing for a 
reduction of the dimensions and the representation of the patterns in space of 
reduced dimensionality. Once this is done with two principal components, they 
identify a projection plane where data, even coming from a high dimension 
space are plotted. Larger is the variance in the representation space smaller is 
the approximation error. 

In practice, PCA defines a hierarchical list of points of view from which to 
observe, through a linear projection, the multidimensional patterns. These views 
are optimized in order to preserve, as much as possible, the variance of the data. 
This condition, in geometrical terms means to provide images where the data 
points span the largest extension of the space.  
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Before to illustrate through some examples the application of PCA it is 
important to discuss the role of data normalization. 

3.3.   Data normalization 

Data normalization is often necessary to remove some artifacts that are due to 
mere numerical differences between the variables. Indeed, if for instance, some 
of the variables span a larger numerical range the whole representation will be 
limited to them and the other variables, that may be of great qualitative importance 
do not influence the data representation. For this scope, two important data 
normalization are commonly adopted: zero mean and autoscaling. Zero-mean 
has been introduced in the previous section, and it simply consists in shifting the 
range of variability of each variable in order to have a null mean for all the 
variables. After zero mean, covariance is assumed to be only meaningful data 
descriptor. Autoscaling is a further normalization step where not only the mean 
is null, but the variance of each variable is made equal to 1. In this way each 
variable play the same role in defining the patter disregarding its numerical level 
and the spanned range. It has to be remarked that while zero mean can be 
applied to any kind of data, autoscaling is meaningful when the pattern is composed 
of data coming from different measurement instruments, on the other hand auto-
scaling applied, for instance, to spectra destroy the peculiar spectral characteristics 
removing the presence of peaks and then the meaning of individual spectra. 

4.   An example of PCA 

In order to illustrate the application of PCA let us consider a number of peaches 
each of a different cultivar. For each peach the following quantities were measured: 
pH, sucrose, glucose, fructose, malic acid, and citric acid. Experimental details 
about the data set are found in [5]. The scope of the experiment was to study  
the  relationship between acids and sugars in peaches. Figure 4 shows, in a color  

 
Figure 4. Peaches data matrices displayed in a color code. Original data (left) and autoscaled data 
(right). 
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code, the data matrix before and after the application of autoscaling. Original 
data matrix is dominated by pH and sucrose whose numerical values exceed that 
of the other variables. Autoscaled data matrix on the contrary displays an homo-
genous distribution of the variables. 

Table 2. Eigenvalues and variance contribution for each principal component. 

Principal 
component 

Eigenvalue Percentage of 
variance per PC 

Percentage  
of cumulative 

variance 
1 2.2872 38.1195 38.1195 
2 2.0393 33.9881 72.1076 
3 1.1284 18.8064 90.9139 
4 0.4475 7.4588 98.3727 
5 0.0758 1.2632 99.6359 
6 0.0218 0.3641 100.0000 

 

 
Figure 5. Score plot of the first two principal components. 

The PCA is then calculated on the autoscaled data matrix. The data are 
formed by six variables, and then they are represented in a vectorial space of 
dimension 6. As it was discussed before, due to the data occupy a sub-set of the 
six-dimension space. Important information about the real dimension of the data 
set is acquired plotting the eigenvalues of each principal component. In table the 
eigenvalue, the explained variance and the cumulative variance for each principal 
component are listed. After the third principal component more than 90% of the 
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total variance is explained, and the total variance is recovered with six principal 
components. It suggests that only a moderate correlation among the variables 
takes place. 

Figure 5 shows the data points projected in the plane formed by the first two 
principal components. A plot of this kind is called scores plot. According to 
Table 2 the plot takes into account only 72% of the total variance of the data set. 
Each point of the plot corresponds to a peach whose original pattern can be seen 
on the matrices of Fig. 4. 

The exiguity of the variance explained in Fig. 5 gives the opportunity to 
mention that PCA is a matrix decomposition according to the following equation: 
 

 X nm = Snq ⋅ Pqn
T  

 
Where n is the number of samples (peaches in this case), m is the number of 
variables (six in this case), and q is the number of considered principal 
components. In case q = m the matrix X is completely recovered, but if q > m, 
such as the plot on Fig. 5 where q = 2, there is a residual difference between the 
original matrix and the scores plot representation. In Fig. 6 a third axis is added 
to Fig. 5 and the residual is plotted for each data point 

The residuals are of the same entity for all data except data number 16. In 
Fig. 5 this peach formed a group with peaches 8 and 20. Figure 6 suggests that 
this similarity is only apparent, and that really sample 16 is different from those 
close to him in Fig. 5. 

 

 
 

Figure 6. A third axes carrying the residual, is added to the plot in Fig. 5 to illustrate that each point 
is affected by a different PCA approximation error. 
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Furthermore, important information that can be gathered by PCA is given by 
the loadings, namely the coefficients of the principal components. The loadings 
provide information about the role played by original variables. 

In Table 3 the loadings of the first two principal components are shown. In 
Fig. 5 peaches are mostly distributed along the second principal components in 
the positive and negative semi plane. 

In Table 2 it is observed that the positive part of PC2 is mostly due to the 
acids, it has to be observed that pH being defined as the logarithm of the 
concentration of hydrogen ions decreases as the acids concentration increases. 

Along the first principal component few peculiar peaches are found in 
particular in the negative semi plane that is mainly defined by glucose and 
fructose concentrations. 

Table 3. Loadings of the first two principal components. 

 pH Sucrose Glucose Fructose Malic acid Citric acid 
PC1 −0.4875 0.1244 −0.5527 −0.5816 0.2931 0.1315 
PC2 −0.4262 −0.3659 0.3346 0.2922 0.4008 0.5713 

 

 
Figure 7. Biplot of the first two principal components. 

A synthetic way to appraise scores and loadings, and then to study the 
relationship between variables and samples is obtained plotting contemporaneously 
scores and loadings in a plot called biplot. Loadings in this case are simply the 
projection of the original axis in the principal components plane. Figure 7 shows 
the biplot of the peaches data the same conclusions that were obtained analyzing 
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the table of loadings and the position of peaches data can be easily achieved 
looking at the biplot. 

5.   Caveat and conclusions 

PCA is a powerful algorithm allowing for the definition of an optimal point of 
observation of a set of multivariate data. However, it is necessary to keep 
always in mind that the representation is automatically obtained maximizing the 
variance represented. Then it is important for a correct interpretation of the 
scores to evaluate the residual to appraise if some of the points are misrepresented. 
Nonetheless, even if residuals are moderate the score plot can still conceal 
important relationships among the data.  

On this basis, PCA provides a simple and efficient instrument to investigate 
the relationship among data, and to get conclusions in phenomena even without 
knowledge of the processes occurring in the samples under studies. For instance, 
in this paper some example of alleged relationships between acids and sugars in 
peaches have been given without considering fruit physiology issues. Finally, it 
has to be remarked that statistics does not do science but it only offers either 
confirmation of a known law or hints to develop new knowledge, and then any 
conclusion we can get from data analysis has always to be scientifically justified 
on theoretical basis. 
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1.   Brief history of biosensors 

The vast literature in the last 50 years related to the keyword Biosensor reveals 
without doubt that the scientific field is attractive. We realized at once that several 
researchers with different background are involved in this field of research, from 
chemistry to physics, to microbiologists and of course to electrical engineering, 
all are deeply involved in several facets of the assembly of the object “Biosensor”. 

Looking at the past we realize also that the concept of Biosensor has evolved. 
For some authors, especially at the beginning of this research activity, i.e. 

about 50 years ago, Biosensor is a self contained analytical device that responds 
to the concentration of chemical species in biological samples. This is clearly 
wrong, but it has been very difficult to clarify this point. No mention of a bio-
logical active material involved in the device. Thus any physical (thermometer) 
or chemical sensor (microelectrode implanted in animal tissue) operating in bio-
logical samples could be considered a Biosensor. We agree that a biosensor can 
be defined as a device that couples a biological sensing material (we can call it a 
molecular biological recognition element) associated with a transducer.  

Recently the concept evolved again in the tentative to replace or mimic the 
biological material with synthetic chemical compounds.  

In 1956 Professor Leland C. Clark publishes his paper on the development of 
an oxygen probe and based on this research activity he expanded the range of 
analytes that could be measured in 1962 in a Conference at a Symposium in the 
New York Academy of Sciences where he described how “to make electrochemical 

Abstract. Biosensors use a combination of biological receptor compounds (antibody, 
enzyme, nucleic acid, etc.) and the physical or physic-chemical transducer directing, in most 
cases, “real-time” observation of a specific biological event (e.g. antibody-antigen interaction). 
They allow the detection of a broad spectrum of analytes in complex sample matrices, 
and have shown great promise in areas such as clinical diagnostics, food analysis, bio-
process and environmental monitoring. Biosensors may be divided into six basic groups, 
depending on the method of signal transduction: optical, mass, electrochemical, magnetic, 
micromechanical and thermal sensors. This paper aims to give an brief tutorial of bio-
sensor technology. 


