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Preface to the First Edition

This textbook was developed from a course in time series given at Iowa State University. The classes were composed primarily of graduate students in economics and statistics. Prerequisites for the course were an introductory graduate course in the theory of statistics and a course in linear regression analysis. Since the students entering the course had varied backgrounds, chapters containing elementary results in Fourier analysis and large sample statistics, as well as a section on difference equations, were included in the presentation.

The theorem-proof format was followed because it offered a convenient method of organizing the material. No attempt was made to present the most general results available. Instead, the objective was to give results with practical content whose proofs were generally consistent with the prerequisites. Since many of the statistics students had completed advanced courses, a few theorems were presented at a level of mathematical sophistication beyond the prerequisites. Homework requiring application of the statistical methods was an integral part of the course.

By emphasizing the relationship of the techniques to regression analysis and using data sets of moderate size, most of the homework problems can be worked with any of a number of statistical packages. One such package is SAS (Statistical Analysis System, available through the Institute of Statistics, North Carolina State University). SAS contains a segment for periodogram computations that is particularly suited to this text. The system also contains a segment for regression with time series errors compatible with the presentation in Chapter 9. Another package is available from International Mathematical and Statistical Library, Inc.; this package has a chapter on time series programs.

There is some flexibility in the order in which the material can be covered. For example, the major portions of Chapters 1, 2, 5, 6, 8, and 9 can be treated in that order with little difficulty. Portions of the later chapters deal with spectral matters, but these are not central to the development of those chapters. The discussion of multivariate time series is positioned in separate sections so that it may be introduced at any point.

I thank A. R. Gallant for the proofs of several theorems and for the repair of others: J. J. Goebel for a careful reading of the manuscript that led to numerous substantive improvements and the removal of uncounted mistakes; and D. A.
Dickey, M. Hidiroglou, R. J. Klemm, and G. H. K. Wang for computing examples and for proofreading. G. E. Battese, R. L. Carter, K. R. Crouse, J. D. Cryer, D. P. Hasza, J. D. Jobson, B. Macpherson, J. Mellon, D. A. Pierce and K. N. Wolter also read portions of the manuscript. I also thank my colleagues, R. Groeneveld, D. Isaacson, and O. Kempthorne, for useful comments and discussions. I am indebted to a seminar conducted by Marc Nerlove at Stanford University for the organization of some of the material on Fourier analysis and spectral theory. A portion of the research was supported by joint statistical agreements with the U.S. Bureau of the Census.

I thank Margaret Nichols for the repeated typings required to bring the manuscript to final form and Avonelle Jacobson for transforming much of the original illegible draft into typescript.

WAYNE A. FULLER

Ames, Iowa
February 1976
Preface to the Second Edition

Considerable development in statistical time series has occurred since the first edition was published in 1976. Notable areas of activity include nonstationary models, nonlinear estimation, multivariate models, state space representations and empirical model identification. The second edition attempts to incorporate new results and to respond to recent emphases while retaining the basic format of the first edition.

With the exception of new sections on the Wold decomposition, partial autocorrelation, long memory processes, and the Kalman filter, Chapters one through four are essentially unchanged from the first edition. Chapter 5 has been enlarged, with additional material on central limit theorems for martingale differences, an expanded treatment of nonlinear estimation, a section on estimated generalized least squares, and a section on the roots of polynomials. Chapter 6 and Chapter 8 have been revised using the asymptotic theory of Chapter 5. Also, the discussion of estimation methods has been modified to reflect advances in computing. Chapter 9 has been revised and the material on the estimation of regression equations has been expanded.

The material on nonstationary autoregressive models is now in a separate chapter, Chapter 10. New tests for unit roots in univariate processes and in vector processes have been added.

As with the first edition, the material is arranged in sections so that there is considerable flexibility to the order in which topics can be covered.

I thank David Dickey and Heon Jin Park for constructing the tables of Chapter 10. I thank Anthony An, Rohit Deo, David Hasza, N. K. Nagaraj, Sastry Pantula, Heon Jin Park, Savas Papadopoulos, Sahadeb Sarkar, Dongwan Shin, and George H. K. Wang for many useful suggestions. I am particularly indebted to Sastry Pantula who assisted with the material of Chapters 5, 8, 9, and 10 and made substantial contributions to other parts of the manuscript, including proofs of several results. Sahadeb Sarkar contributed to the material on nonlinear estimation of Chapter 5, Todd Sanger contributed to the discussion of estimated generalized least squares, Yasuo Amemiya contributed to the section on roots of polynomials, Rohit Deo contributed to the material on long memory processes, Sastry Pantula, Sahadeb Sarkar and Dongwan Shin contributed to the material on the limiting
distribution of estimators for autoregressive moving averages, and Heon Jin Park contributed to the sections on unit root autoregressive processes. I thank Abdoulaye Adam, Jay Breidt, Rohit Deo, Kevin Dodd, Savas Papadopoulos, and Anindya Roy for computing examples. I thank SAS Institute, Cary, NC, for providing computing support to Heon Jin Park for the construction of tables for unit root tests. The research for the second edition was partly supported by joint statistical agreements with the U.S. Bureau of the Census.

I thank Judy Shafer for the extensive word processing required during preparation of the second edition.

WAYNE A. FULLER

Ames, Iowa
November 1995
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CHAPTER 1

Introduction

The analysis of time series applies to many fields. In economics the recorded
history of the economy is often in the form of time series. Economic behavior is
quantified in such time series as the consumer price index, unemployment, gross
national product, population, and production. The natural sciences also furnish
many examples of time series. The water level in a lake, the air temperature, the
yields of corn in Iowa, and the size of natural populations are all collected over
time. Growth models that arise naturally in biology and in the social sciences
represent an entire field in themselves.

The mathematical theory of time series has been an area of considerable
activity in recent years. Applications in the physical sciences such as the
development of designs for airplanes and rockets, the improvement of radar and
other electronic devices, and the investigation of certain production and chemical
processes have resulted in considerable interest in time series analysis. This recent
work should not disguise the fact that the analysis of time series is one of the
oldest activities of scientific man.

A successful application of statistical methods to the real world requires a
melding of statistical theory and knowledge of the material under study. We shall
confine ourselves to the statistical treatment of moderately well-behaved time
series, but we shall illustrate some techniques with real data.

1.1. PROBABILITY SPACES

When investigating outcomes of a game, an experiment, or some natural
phenomenon, it is useful to have a representation for all possible outcomes. The
individual outcomes, denoted by \( \omega \), are called elementary events. The set of all
possible elementary events is called the sure event and is denoted by \( \Omega \). An
example is the tossing of a die, where we could take \( \Omega = \{ \text{one spot shows, two }
\text{spots show, \ldots, six spots show} \} \) or, more simply, \( \Omega = \{1, 2, 3, 4, 5, 6\} \).

Let \( A \) be a subset of \( \Omega \), and let \( \mathcal{A} \) be a collection of such subsets. If we observe
the outcome \( \omega \) and \( \omega \) is in \( A \), we say that \( A \) has occurred. Intuitively, it is possible
to specify $P(A)$, the probability that (or expected long-run frequency with which) $A$ will occur. It is reasonable to require that the function $P(A)$ satisfy:

**Axiom 1.** $P(A) \geq 0$ for every $A$ in $\mathcal{A}$.

**Axiom 2.** $P(\Omega) = 1$.

**Axiom 3.** If $A_1, A_2, \ldots$ is a countable sequence from $\mathcal{A}$ and $A_i \cap A_j$ is the null set for all $i \neq j$, then $P(\bigcup_{i=1}^{\infty} A_i) = \sum_{i=1}^{\infty} P(A_i)$.

Using our die tossing example, if the die is fair we would take $P(A) = \frac{1}{6}$ [the number of elementary events $\omega$ in $A$]. Thus $P(\{1, 3, 5\}) = \frac{1}{6} \times 3 = \frac{1}{2}$. It may be verified that Axioms 1 to 3 are satisfied for $\mathcal{A}$ equal to $\mathcal{P}(\Omega)$, the collection of all possible subsets of $\Omega$.

Unfortunately, for technical mathematical reasons, it is not always possible to define $P(A)$ for all $A$ in $\mathcal{P}(\Omega)$ and also to satisfy Axiom 3. To eliminate this difficulty, the class of subsets $\mathcal{A}$ of $\Omega$ on which $P$ is defined is restricted. The collection $\mathcal{A}$ is required to satisfy:

1. If $A$ is in $\mathcal{A}$, then the complement $A^c$ is also in $\mathcal{A}$.
2. If $A_1, A_2, \ldots$ is a countable sequence from $\mathcal{A}$, then $\bigcup_{i=1}^{\infty} A_i$ is in $\mathcal{A}$.
3. The null set is in $\mathcal{A}$.

A nonempty collection $\mathcal{A}$ of subsets of $\Omega$ that satisfies conditions 1 to 3 is said to be a *sigma-algebra* or *sigma-field*.

We are now in a position to give a formal definition of a probability space. A *probability space*, represented by $(\Omega, \mathcal{A}, P)$, is the sure event $\Omega$ together with a sigma-algebra $\mathcal{A}$ of subsets of $\Omega$ and a function $P(A)$ defined on $\mathcal{A}$ that satisfies Axioms 1 to 3.

For our purposes it is unnecessary to consider the subject of probability spaces in detail. In simple situations such as tossing a die, $\Omega$ is easy to enumerate, and $P$ satisfies Axioms 1 to 3 for $\mathcal{A}$ equal to the set of all subsets of $\Omega$.

Although it is conceptually possible to enumerate all possible outcomes of an experiment, it may be a practical impossibility to do so, and for most purposes it is unnecessary to do so. It is usually enough to record the outcome by some function that assumes values on the real line. That is, we assign to each outcome $\omega$ a real number $X(\omega)$, and if $\omega$ is observed, we record $X(\omega)$. In our die tossing example we could take $X(\omega) = 1$ if the player wins and $-1$ if the house wins.

Formally, a *random variable* $X$ is a real valued function defined on $\Omega$ such that the set $\{\omega: X(\omega) \leq x\}$ is a member of $\mathcal{A}$ for every real number $x$. The function $F_x(\alpha) = P(\{\omega: X(\omega) \leq x\})$ is called the *distribution function* of the random variable $X$.

The reader who wishes to explore further the subjects of probability spaces, random variables, and distribution functions for stochastic processes may read Tucker (1967, pp. 1–33). The preceding brief introduction will suffice for our purposes.
1.2. TIME SERIES

Let \((\Omega, \mathcal{F}, P)\) be a probability space, and let \(T\) be an index set. A real valued time series (or stochastic process) is a real valued function \(X(t, \omega)\) defined on \(T \times \Omega\) such that for each fixed \(t\), \(X(t, \omega)\) is a random variable on \((\Omega, \mathcal{F}, P)\). The function \(X(t, \omega)\) is often written \(X_t(\omega)\) or \(X_t\), and a time series can be considered as a collection \(\{X_t : t \in T\}\) of random variables.

For fixed \(\omega\), \(X(t, \omega)\) is a real valued function of \(t\). This function of \(t\) is called a realization or a sample function. If we look at a plot of some recorded time series such as the gross national product, it is important to realize that conceptually we are looking at a plot of \(X(t, \omega)\) with \(\omega\) fixed. The collection of all possible realizations is called the ensemble of functions or the ensemble of realizations.

If the index set contains exactly one element, the stochastic process is a single random variable and we have defined the distribution function of the process. For stochastic processes with more than one random variable we need to consider the joint distribution function. The joint distribution function of a finite set of random variables \(\{X_1, X_2, \ldots, X_n\}\) from the collection \(\{X_t : t \in T\}\) is defined by

\[
F_{X_1, X_2, \ldots, X_n}(x_1, x_2, \ldots, x_n) = P(\omega : X(t_1, \omega) \leq x_1, \ldots, X(t_n, \omega) \leq x_n). \tag{1.2.1}
\]

A time series is called strictly stationary if

\[
F_{X_{t_1+h}, X_{t_2+h}, \ldots, X_{t_n+h}}(x_1, x_2, \ldots, x_n) = F_{X_{t_1}, X_{t_2}, \ldots, X_{t_n}}(x_1, x_2, \ldots, x_n),
\]

where the equality must hold for all possible (nonempty finite distinct) sets of indices \(t_1, t_2, \ldots, t_n\) and \(t_1 + h, t_2 + h, \ldots, t_n + h\) in the index set and all \((x_1, x_2, \ldots, x_n)\) in the range of the random variable \(X_t\). Note that the indices \(t_1, t_2, \ldots, t_n\) are not necessarily consecutive. If a time series is strictly stationary, we see that the distribution function of the random variable is the same at every point in the index set. Furthermore, the joint distribution depends only on the distance between the elements in the index set, and not on their actual values. Naturally this does not mean a particular realization will appear the same as another realization.

If \(\{X_t : t \in T\}\) is a strictly stationary time series with \(E[|X_t|] < \infty\), then the expected value of \(X_t\) is a constant for all \(t\), since the distribution function is the same for all \(t\). Likewise, if \(E[X_t^2] < \infty\), then the variance of \(X_t\) is a constant for all \(t\).

A time series is defined completely in a probabilistic sense if one knows the cumulative distribution (1.2.1) for any finite set of random variables \((X_{t_1}, X_{t_2}, \ldots, X_{t_n})\). However, in most applications, the form of the distribution function is not known. A great deal can be accomplished, however, by dealing
only with the first two moments of the time series. In line with this approach we define a time series to be \textit{weakly stationary} if:

1. The expected value of \( X_t \) is a constant for all \( t \).
2. The covariance matrix of \( (X_{t_1}, X_{t_2}, \ldots, X_{t_n}) \) is the same as the covariance matrix of \( (X_{t_1+h}, X_{t_2+h}, \ldots, X_{t_n+h}) \) for all nonempty finite sets of indices \( (t_1, t_2, \ldots, t_n) \), and all \( h \) such that \( t_1, t_2, \ldots, t_n, t_1 + h, t_2 + h, \ldots, t_n + h \) are contained in the index set.

As before \( t_1, t_2, \ldots, t_n \) are not necessarily consecutive members of the index set. Also, since the expected value of \( X_t \) is a constant, it may conveniently be taken as 0. The covariance matrix, by definition, is a function only of the distance between observations. That is, the covariance of \( X_{t+h} \) and \( X_t \) depends only on the distance, \( h \), and we may write

\[
\text{Cov}(X_t, X_{t+h}) = E(X_t X_{t+h}) = \gamma(h),
\]

where \( E(X_t) \) has been taken to be zero. The function \( \gamma(h) \) is called the \textit{autocovariance} of \( X_t \). When there is no danger of confusion, we shall abbreviate the expression to \textit{covariance}.

The terms \textit{stationary in the wide sense}, \textit{covariance stationary}, \textit{second order stationary}, and \textit{stationary} are also used to describe a weakly stationary time series. It follows from the definitions that a strictly stationary process with the first two moments finite is also weakly stationary. However, a strictly stationary time series may not possess finite moments and hence may not be covariance stationary.

Many time series as they occur in practice are not stationary. For example, the economies of many countries are developing or growing. Therefore, the typical economic indicators will be showing a "trend" through time. This trend may be in either the mean, the variance, or both. Such nonstationary time series are sometimes called evolutionary. A good portion of the practical analysis of time series is connected with the transformation of an evolving time series into a stationary time series. In later sections we shall consider several of the procedures used in this connection. Many of these techniques will be familiar to the reader because they are closely related to least squares and regression.

1.3. EXAMPLES OF STOCHASTIC PROCESSES

Example 1.3.1. Let the index set be \( T = \{1, 2\} \), and let the space of outcomes be the possible outcomes associated with tossing two dice, one at "time" \( t = 1 \) and one at time \( t = 2 \). Then

\[
\Omega = \{1, 2, 3, 4, 5, 6\} \times \{1, 2, 3, 4, 5, 6\}.
\]