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Preface

Three quarters of a century ago, Karl Pearson, Sir Ronald Fisher, Egon Pearson, and a good number of their contemporaries were concerned about the loss of balance that could arise if data collected from carefully designed experiments turned out to be incomplete. Their concern was wholly appropriate in the pre-automated computing era, when balance was an integral part of manageable statistical analyses. Following the Second World War there was a great increase in the development and practice of experimental and observational studies in human subjects. At the same time the regulation of such studies became – quite understandably, with the aberrations of the war fresh in mind – much more strict. Some decades later, the key paper of Rubin (1976) established incomplete data as a proper field of study in its own right within the domain of statistics. Subsequent major contributions in this field were the expectation–maximization algorithm (Dempster et al. 1977) and multiple imputation (Rubin 1987), to name but two. It can fairly be said that Little and Rubin’s (1987) book, the first monograph encompassing the subject, marked the coming of age of the analysis of incomplete data as a field of research.

The intervening two decades have seen a tremendous amount of research output on the problem of missing data. It is possible to distinguish from this output several different strands. First, considerable attention has been paid to the accommodation of incompleteness in epidemiological and clinical studies in a practically accessible manner that provides due protection to the interests of both industry and the general public. This is particularly true for clinical trials within regulatory processes, with a variety of interested parties, including the regulatory authorities, the biopharmaceutical companies, and the clinical investigators, to name but a few, actively contributing to the debate. Second, methodological developments have continued apace, some of a highly sophisticated nature. We can usefully distinguish between a parametric school, essentially of a likelihood and Bayesian nature, with landmark contributions from Don Rubin, Rod Little, and many of their students and collaborators, and a semi-parametric school, built around Horvitz–Thompson and estimating equations ideas, with seminal contributions from Jamie Robins, Andrea Rotnitzky, and a variety of their students and co-workers.
There is noticeable divergence between the various lines of thinking. Ideally, there should be continuing dialogue, ranging from the very applied to the most theoretical researcher in the field, regardless of modelling and inferential preferences. At the same time, there is a broad consensus that no single modelling approach, no matter how sophisticated, can overcome the limitation of simply not having access to the missing data. All parties – academia, industry, and regulatory authorities – stress the need for, and importance of, sensitivity analysis. By this we mean, in a broad sense, the formal or informal assessment of the impact of incompleteness on key statistical inferences. Scientific research, standard operating procedures, and guidelines, such as International Conference on Harmonisation Guideline E9, all point in this same direction. There is considerably less agreement, however, as to how such sensitivity analyses should be conceived, conducted and presented in practice, and this is not surprising given both the early stage of, and feverish activity within, this particular area of missing data research.

A key prerequisite for a method to be embraced, no matter how important, is the availability of trustworthy and easy-to-use software, preferably in commercially or otherwise generally accessible *bona fide* packages. It is not an exaggeration to claim that the last decade has seen tremendous progress on this front. Such methods and techniques as direct likelihood and Bayesian analysis, multiple imputation, the expectation–maximization algorithm, and weighted estimating equations are appearing in SAS, Stata, S-Plus, R, and various other mainstream statistical packages.

These observations, developed through numerous lectures, shorter and longer courses, and through statistical consultancy with academic, biopharmaceutical, and governmental partners, led to the conception of this book. The opportunity to interact with audiences of various backgrounds and with a broad range of interests, across the globe, has been an invaluable educational experience for us. In turn, we hope the book will be of value to a wide audience, including applied statisticians and biomedical researchers, in particular in the biopharmaceutical industry, medical and public health research organizations, contract research organizations, and academic departments. We have chosen an explanatory rather than a research-oriented style of exposition, even though some chapters contain advanced material. A perspective is given in Chapter 1. We focus on practice rather than on mathematical rigour, and this is reflected in the large number of worked examples dotted throughout the text.

Many of the statistical analyses have been performed using such SAS procedures as MIXED, GENMOD, GLIMMIX, NLMIXED, MI, and MIANALYZE, with the addition of user-defined SAS macros, as well as functions in other packages, such as GAUSS, where the necessary facilities have not yet been implemented elsewhere. In spite of this, the methodological development and the analyses of the case studies alike are presented in a software-independent fashion. Illustrations on how to use SAS for a selected collection of model strategies are confined to a small number of chapters and sections, implying that
the text can be read without problem if these software excursions are ignored. Selected programs, macros, output, and publicly available data sets can be found on Wiley’s website, as well as on the authors’ site (www.uhasselt.be/censtat).
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Part I

Preliminaries
In this chapter we give a broad introduction to the problem of missing data. We provide a perspective on the topic, reviewing the main developments of the last century (Section 1.1), in the process paying special attention to the setting of clinical studies (Section 1.2). We examine the move towards more principled approaches, more elaborate modelling strategies and, most recently, the important role of sensitivity analysis (Section 1.3). Finally, we map out the developments and material that make up rest of the book (Section 1.4). In the next chapter we introduce the key sets of data that will be used throughout the book to illustrate the analyses.

1.1 FROM IMBALANCE TO THE FIELD OF MISSING DATA RESEARCH

It is very common for sets of quantitative data to be incomplete, in the sense that not all planned observations are actually made. This is especially true when studies are conducted on human subjects. Examples abound in epidemiologic studies (Piantadosi 1997; Clayton and Hills 1993; Green et al. 1997; Friedman et al. 1998), in clinical trials (Kahn and Sempos 1989; Lilienfeld and Stolley 1994; Selvin 1996), and in the social sciences, especially in sample surveys, psychometry, and econometrics (Fowler 1988, Schafer et al. 1993; Rubin 1987; Rubin et al. 1995), to name but a few areas.

Our focus in this book is on intervention-based clinical studies. We mean this in an inclusive sense, however, implying that the methodology presented may be appropriate outside this setting, for example in the context of epidemiological studies as well as experimental and observational data in non-human life sciences, including agricultural, biological, and environmental research.
Early work on the problem of missing data, especially during the 1920s and 1930s, was largely confined to algorithmic and computational solutions to the induced lack of balance or deviations from the intended study design. See, for example, the reviews by Afifi and Elashoff (1966) and Hartley and Hocking (1971). In the last quarter of the twentieth century, general algorithms, such as the expectation–maximization (EM: Dempster et al. 1977), and data imputation and augmentation procedures (Rubin 1987; Tanner and Wong 1987), combined with powerful computing resources, largely provided a solution to this aspect of the problem.

Rubin (1976) provided a formal framework for the field of incomplete data by introducing the important taxonomy of missing data mechanisms, consisting of missing completely at random (MCAR), missing at random (MAR), and missing not at random (MNAR). An MCAR mechanism potentially depends on observed covariates, but not on observed or unobserved outcomes. An MAR mechanism depends on the observed outcomes and perhaps also on the covariates, but not further on unobserved measurements. Finally, when an MNAR mechanism is operating, missingness does depend on unobserved measurements, perhaps in addition to dependencies on covariates and/or on observed outcomes. During the same era, the selection model, pattern-mixture model, and shared-parameter model frameworks were established. These are depicted schematically in Figure 1.1. In a selection model, the joint distribution of the $i$th subject’s outcomes, denoted $Y_i$, and vector of missingness indicators, written $R_i$, is factored as the marginal outcome distribution and the conditional distribution of $R_i$ given $Y_i$. A pattern-mixture approach starts from the reverse factorization. In a shared-parameter model, a set of latent variables, latent classes, and/or random effects is assumed to drive both the $Y_i$ and $R_i$ processes. An important version of such a model further asserts that, conditional on the latent variables, $Y_i$ and $R_i$ exhibit no further dependence. Rubin (1976) contributed the concept of ignorability, stating that under precise conditions, the missing data mechanism can be ignored when interest lies in inferences about the measurement process. Combined with regularity conditions, ignorability applies to MCAR and MAR combined, when likelihood or Bayesian inference routes are chosen, but the stricter MCAR condition is required for frequentist inferences to be generally valid. A final distinction is made between missingness patterns. Dropout or attrition refers to the specific situation, arising in longitudinal studies, where subjects are observed without uninterruption from the beginning of the study until a given point in time, perhaps prior to the scheduled end of the study, when they drop out and do not return to the study. Given a rather strong focus in this book on longitudinal studies, dropout, an indicator of which is denoted by $D_i$, will occupy a prominent position. The general mechanism, where subjects can be observed and missing on any partition of the set of planned measurement occasions, is often called non-monotone


\[ f(Y_i, R_i | X_i, \theta, \psi) \]

Selection models: \( f(Y_i | X_i, \theta) f(R_i | X_i, Y_i^0, Y_i^m, \psi) \)

\[
\begin{array}{ccc}
\text{MCAR} & \rightarrow & \text{MAR} & \rightarrow & \text{MNAR} \\
\text{LOCF} & \rightarrow & \text{EM} & \rightarrow & \text{MI} \\
\text{WGEE} & \rightarrow & \text{pattern-mixture models: } f(Y_i | X_i, R_i, \theta) f(R_i | X_i, \psi) \\
\text{shared-parameter models: } f(Y_i | X_i, b_i, \theta) f(R_i | X_i, b_i, \psi) \\
\end{array}
\]

Figure 1.1 Schematic representation of the missing data frameworks and mechanisms, together with simple and more advanced methods, as well as sensitivity analysis. (MCAR, missing completely at random; MAR, missing at random; MNAR, missing not at random; CC, complete case analysis; LOCF, last observation carried forward; EM, expectation–maximization algorithm; MI, multiple imputation; WGEE, weighted generalized estimating equations.)

missingness. These and additional concepts are formalized and expanded upon in Chapter 3.

1.2 INCOMPLETE DATA IN CLINICAL STUDIES

In clinical trials, dropout is not only a common occurrence, there are also specific procedures for reporting and subsequently dealing with it. Patients who drop out of a clinical trial are usually listed on a separate withdrawal sheet of the case record form, with the reasons for withdrawal entered by the authorized investigator. Reasons frequently encountered are adverse events, illness not related to study medication, an uncooperative patient, protocol violation, and ineffective study medication. Further specifications may include so-called loss
to follow-up. Based on this medically inspired typology, Gould (1980) proposed specific methods to handle this type of incompleteness.

Even though the primary focus of such trials is often on a specific time of measurement, usually the last, the outcome of interest is recorded in a longitudinal fashion, and dropout is a common occurrence. While dropout, in contrast to non-monotone missingness, may simplify model formulation and manipulation, the causes behind it can be more problematic. For example, dropout may derive from lack of efficacy, or from potentially serious and possible treatment-related side effects. In contrast, an intermittently missing endpoint value may be due more plausibly to the patient skipping a visit for practical or administrative reasons, to measurement equipment failure, and so on. In addition, one often sees that incomplete sequences in clinical trials are, for the vast majority, of a dropout type, with a relatively minor fraction of incompletely observed patients producing non-monotone sequences. For all of these reasons we will put major emphasis on the problem of dropout, although not entirely neglecting non-monotone missingness in the process.

In a strict sense the conventional justification for the analysis of data from a randomized trial is removed when data are missing for reasons outside the control of the investigator. Before one can address this problem, however, it is necessary to establish clearly the purpose of the study (Heyting et al. 1992). If one is working within a pragmatic setting, the event of dropout, for example, may well be a legitimate component of the response. It may make little sense to ask what response the subject would have shown had they remained on study, and the investigator may then require a description of the response conditional on a subject remaining in the trial. This, together with the pattern of missingness encountered, may then be the appropriate and valid summary of the outcome. We might call this a conditional description. Shih and Quan (1997) argue that such a description will be of more relevance in many clinical trials. On the other hand, from a more explanatory perspective, one might be interested in the behaviour of the responses that occurred irrespective of whether we were able to record them or not. This might be termed a marginal description of the response. For a further discussion of intention to treat and explanatory analyses in the context of dropout see Heyting et al. (1992) and Little and Yau (1996), as well as Section 4.5 of this volume. It is commonly suggested (Shih and Quan 1997) that such a marginal representation is not meaningful when the nature of dropout (e.g., death) means that the response cannot subsequently exist, irrespective of whether it is measured. While such dropout may in any particular setting imply that a marginal model is not helpful, it does not imply that it necessarily has no meaning. Provided that the underlying model does not attach a probability of one to dropout for a particular patient, then non-dropout and subsequent observations are an outcome consistent with the model and logically no different from any other event in a probability model. Such distinctions, particularly with respect to the conditional analysis, are complicated by the inevitable mixture of causes behind missing values. The conditional description
Incomplete Data in Clinical Studies

is a mirror of what has been observed, and so its validity is less of an issue than its interpretation. In contrast, other methods of handling incompleteness make some correction or adjustment to what has been directly observed, and therefore address questions other than those corresponding to the conditional setting. In seeking to understand the validity of these analyses we need to compare their consequences with their aims.

Two simple, common approaches to analysis are (1) to discard subjects with incomplete sequences and (2) simple imputation. The first approach has the advantage of simplicity, although the wide availability of more sophisticated methods of analysis minimizes the significance of this. It is also an inefficient use of information. In a trivial sense it provides a description of the response conditional on a subject remaining in the trial. Whether this reflects a response of interest depends entirely on the mechanism(s) generating the missing values and the aims of the trial. It is not difficult to envisage situations where it can be very misleading, and examples of this exist in the literature (Kenward et al. 1994, Wang-Clow et al. 1995). Such imputation methods share the same drawbacks, although not all to the same degree. The data set that results will mimic a sample from the population of interest, itself determined by the aims of the analysis, only under particular and potentially unrealistic assumptions. Further, these assumptions depend critically on the missing value mechanism(s). For example, under certain dropout mechanisms the process of imputation may recover the actual marginal behaviour required while under other mechanisms it may be wildly misleading, and it is only under the simplest and most ignorable mechanisms that the relationship between imputation procedure and assumption is easily deduced. Little (1994a) gives two simple examples where the relationship is clear.

We therefore see that when there are missing values, simple methods of analysis do not necessarily imply simple, or even accessible, assumptions, and without understanding properly the assumptions being made in an analysis we are not in a position to judge its validity or value. It has been argued that while any particular ad hoc analysis may not represent the true picture behind the data, a collection of such analyses should provide a reasonable envelope within which the truth should lie. Even this claim is open to major criticisms, however, and we return to such ideas when sensitivity analyses are considered in Part III. In Chapter 4, after formally introducing of terminology and the necessary frameworks in Chapter 3, we provide a detailed examination of the advantages and drawbacks of simple methods, especially with a view to clinical trial practice.

As we explain in Chapter 4, it is unfortunate that so much emphasis has been given to methods such as last observation carried forward (LOCF), complete case analysis (CC), or simple forms of imputation. These are ad hoc methods defined procedurally in terms of manipulation of the data, rather than derived in a statistically principled way from the design of the trial and the aims of the analysis. As a consequence the relationship between their validity
Introduction

and underlying assumptions can be far from clear and, when the relevant assumptions can be identified, they are seen to be very strong and unrealistic. In the LOCF procedure the missing measurements are replaced by the last one available. In particular, even the strong MCAR assumption does not suffice to guarantee that an LOCF analysis is valid. On the other hand, under MAR, valid inferences can be obtained through a likelihood-based or Bayesian analysis, without the need for modelling the dropout process. As a consequence, one can simply use, for example, linear or generalized linear mixed models (Verbeke and Molenberghs 2000; Molenberghs and Verbeke 2005), without additional complication or effort. This does not imply that these particular analyses are appropriate for all questions that might be asked of trial data, but the clarity of the underlying assumptions means that appropriate modifications can be readily identified when non-MAR analyses are called for, for example with intention to treat (ITT) analyses when dropout is associated with termination of treatment.

We will argue in Chapter 4, through the cases studies in Chapters 5 and 6, and then further throughout Part III, that such MAR-based likelihood analyses not only enjoy much wider validity than the simple methods but, moreover, are simple to conduct, without additional data manipulation, using such tools as the SAS procedures MIXED, GLIMMIX, or NLMIXED. Thus, clinical trial practice should shift away from the ad hoc methods and focus on likelihood-based ignorable primary analyses instead. As will be argued further, the cost involved in having to specify a model will arguably be mild to moderate in realistic clinical trial settings. Thus, we promote the use of direct likelihood ignorable methods and demote the use of the LOCF and CC approaches. Mallinckrodt et al. (2003a, 2003b), Molenberghs et al. (2004), and Lavori et al. (1995) propose direct likelihood and multiple imputation methods, respectively, to deal with incomplete longitudinal data. Siddiqui and Ali (1998) compare direct likelihood and LOCF methods.

1.3 MAR, MNAR, AND SENSITIVITY ANALYSIS

From the previous section, it is clear that not only is it advisable to avoid simple ad hoc methods such as complete case analysis and last observation carried forward, but there exists more appropriate flexible, broadly valid and widely implemented methodology. Principled methods and techniques such as direct likelihood and Bayesian analyses, the EM algorithm, multiple imputation, and weighted generalized estimating equations are systematically reviewed in Part IV. All of these methods are valid under the relatively relaxed assumption of MAR.

At the same time, it is important to consider reasons for departures from MAR, and the possible consequences of this for the conclusions reached. One obvious example, mentioned above, concerns treatment termination among dropouts in an ITT analysis. More generally, the reasons for, and implications