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Preface

Bandwidth extension (BWE) refers to methods that increase the frequency spectrum, or bandwidth, of electronic signals. Such frequency extension is desirable if at some point the frequency content of the signal has been reduced, as can happen, for example, during recording, transmission (including storage), or reproduction, mostly because of economical constraints. In this text, we limit the discussion to audio applications, which include music and speech. Most of the BWE methods heavily use signal processing – in fact, it is almost a premise that BWE is a signal-processing tool for achieving what is otherwise physically not possible. As Chapter 4 shows, a combination of mechanical engineering and signal processing can lead to interesting results as well.

BWE is a field that has seen increasing attention in recent years. Although some work was done in the early years of the twentieth century, a much more systematic and large-scale approach did not occur until recently. BWE for speech is the most mature area in this field, as the primary application (telephony) has existed for a long time. It is the objective of this book to gather most of the recent work into a single volume and present a coherent framework to the reader. It is the first time an entire book has been devoted to BWE theory, applications, and algorithms. It is intended as a broad introduction to BWE topics, but also discusses in detail various applications, thereby including material from scientific and patent literature, and also presents some previously unpublished work. The latter can be found in Sec. 2.4 (BWE using frequency tracking), most of Chapter 3 (low-frequency physical BWE systems), and Sec. 5.6 (high-frequency BWE using instantaneous compression).

Bandwidth reduction implies a decrease in perceptual quality, and therefore BWE algorithms are employed as tools to enhance the perceived quality of reproduced sound. In most cases, BWE methods are therefore post-processing algorithms, occurring just before sound reproduction, and the processing aims to compensate for the limited bandwidth that is available in a prior part of the chain. Sometimes, however, bandwidth reduction is actually desirable, for example, to enhance the coding efficiency of perceptual audio codecs. With a little additional complexity and data storage, required bit rates can be drastically reduced while maintaining subjective audio quality.

The main application areas discussed are bass enhancement for sound reproduction (Chapters 2, 3, and 4), high-frequency enhancement for general audio (Chapter 5) and speech (Chapter 6) applications. We include a short discussion on how BWE can be used as a very effective noise-abatement technology (Chapter 7), and present an overview of BWE patents (Chapter 8). Chapter 6, on BWE for speech, is contributed entirely by Peter Jax, who did most of the presented work as part of his doctoral dissertation [128].
In Appendix A, we present a brief overview of univariate and multidimensional scaling, which can be very useful techniques for analyzing the outcome of subjective experiments; an application example can be found in Sec. 2.5.

Although the BWE algorithms for the various application areas have many similarities on a conceptual level, there are interesting differences. For example, BWE to enhance bass reproduction on small loudspeakers, making use of the psychoacoustic effect of the ‘missing fundamental’, is largely focused on devising and analysing non-linear functions that are used to generate harmonics of very low-frequency signals. The goal of this technology is to allow a small loudspeaker to be used, giving a good percept of the entire audible bass range (down to 20 Hz), while the loudspeaker may only be able to physically radiate sound down to 100 Hz. A completely different approach is taken in Chapter 4, where inherently inefficient small loudspeakers are mechanically transformed into units that are highly efficient at only one frequency. Bass sounds from an entire bass frequency band are then mapped to the particular frequency at which the loudspeaker can radiate a considerable amount of energy. Thus, the problems of small loudspeakers at low frequencies can be ameliorated with different BWE methods. As another example, high-frequency enhancement of band-limited signals can be handled in two fundamentally different ways. In the first case, nothing is known about the missing high-frequency band, and one must resort to general procedures for recreating a ‘reasonable’ signal. The emphasis is again on devising proper non-linear functions, the output signals of which are then filtered to have a spectral envelope that is ‘reasonable’. On the other hand, if some information is available about the missing high frequencies, the emphasis shifts to modeling the high-frequency spectral envelope as accurately as possible, as it is known that this is the dominating factor in achieving a high-quality signal. Both these approaches are discussed in Chapter 5. Chapter 6 deals with high-frequency enhancement as well, but for a very particular application, namely, telephonic speech. This application also demands an algorithm that works without information about the missing high frequencies, but because the signal is restricted to speech (and the band limitation is very well defined), a very specialized algorithm can be developed, which works well on speech (but not on other signals). It appears that the available low-frequency band contains information on the spectral envelope of the high-frequency band. Note that a considerable portion of what is presented in Chapter 2 (low-frequency psychoacoustic BWE systems) also applies to material of Chapter 3 (low-frequency physical BWE systems), and to a lesser degree, also to material of Chapter 5 (high-frequency BWE for audio). Therefore, Chapter 2 is considerably larger in size than the latter two chapters and much cross-referencing will be used to avoid repetition.

In most of the work that we present, we have tried to justify the approaches by considering psychoacoustical models of auditory perception. Because this may not be familiar to all readers, some psychoacoustics is reviewed in Chapter 1. This chapter is titled ‘From physics to psychophysics’ as we have presented a little background in all of the required disciplines: signal processing, statistics of audio signals, loudspeakers, and psychoacoustics. Of course, these background materials cover only the basic concepts that would be helpful for understanding the BWE topics in this book and are definitely not sufficient to cover all that may be of interest. Therefore, references are given, as has been done throughout the book, so that much of the relevant literature (both for background as well as for more specific BWE material) can easily be found.
As always, the work that was done and presented in this book, as well as the writing itself, is the product of the influence and support of many people. A special acknowledgment goes to Dr Janssen for valuable mathematical contributions that had considerable impact on Secs. 1.3.3.2, 2.4.2, 2.6, and 5.6.2. Of the others who contributed, we can only mention a few names here: Arie Kaizer for introducing us to electro-acoustics; Erik Druyvesteyn for always being enthusiastic; Paul Boers, Erik van der Tol, Okke Ouweltjes, and Daniël Schobben for valuable support; Cathy Polisset, Stefan Willems, and Gerrit DePoortere for development work; John Vanderkooy for the cooperation on high-Bl loudspeakers and many interesting discussions; Nathan Thomas and Michael Danessis from Salford University for their help; Ronald van Rijn for proofreading the manuscript; and Jeannie and Doortje for being patient, supportive, and for just being there.

E. Larsen and R. M. Aarts

_Champaign (IL, USA) & Geldrop (The Netherlands)_
Introduction

I.1 BANDWIDTH DEFINED

The word ‘bandwidth’ can apply to different situations. The IEEE Standard Dictionary of Electrical and Electronics Terms [134] gives for the most relevant cases:

**Definition 1 Bandwidth of a continuous frequency band:** The difference between the limiting frequencies.

**Definition 2 Bandwidth of a waveform:** The least frequency interval outside of which the power spectrum of a time-varying quantity is everywhere less than some specified fraction of its value at a reference frequency.

**Definition 3 Bandwidth of a signal transmission system:** The range of frequencies within which performance, with respect to some characteristic, falls within specific limits (usually 3 dB less than the reference or maximum value).

Two of the above definitions show that what exactly the bandwidth of a signal or transmission system is will depend on a more or less arbitrary choice. For example, in Def. 3 the standard notion of ‘3 dB below the reference’ is indicated. This problem arises because the power spectrum of a signal does not terminate abruptly, at least not for physically realizable signals. An extensive study of bandwidth and the relations between time limiting and frequency limiting was conducted by Slepian, Landau, and Pollack, and published in a series of landmark papers [250, 154, 155]; a short overview of this work is presented by Slepian [249].

‘Bandwidth extension’ (BWE) indicates the process of increasing the bandwidth of a signal. In the context of this book, BWE is usually achieved by a signal-processing algorithm. Sometimes, explicit use is made of the properties of the auditory system, and the signal processing is done in such a way as to let the actual BWE take place in the auditory system itself. The use of BWE implies that at some point bandwidth reduction has taken place, which is the opposite of bandwidth extension. Examples of where bandwidth reduction occurs are telephony, perceptual audio coding (at low bit rates), and sound reproduction with non-ideal transducers; these examples will be further explored in the various chapters of this book, and solutions in terms of BWE algorithms are also presented.
1.2 HISTORIC OVERVIEW

BWE methods are required because the systems they operate with are somehow sub-optimal, and usually so by design. For example, loudspeakers can be built such that they properly reproduce the entire audible frequency spectrum, down to 20 Hz; but such systems would be very expensive and also very bulky. As another example, digital storage and transmission of audio can be done without loss of information, but at a rather high bit rate. To achieve higher storage (coding) efficiency such that more audio can be stored with the same amount of bits, information has to be discarded. Telephony is another example where economic constraints led to the design of a transmission system that had the smallest bandwidth that could be used, while ensuring good speech intelligibility at the price of a markedly reduced quality.

The process of being ever more economical is still going on, but at the same time people demand the highest possible sound quality. Here, we briefly look at this from a historical perspective.

1.2.1 ELECTROACOUSTIC TRANSDUCERS

Loudspeakers have been around for a long time, but the practicality of loudspeakers is still limited. In 1954, Hunt [114] pointed out prosaically

‘Electroacoustics is as old and as familiar as thunder and lightning, but the knowledge that is the power to control such modes of energy conversion is still a fresh conquest of science not yet fully consolidated.’

This is still true today, and in fact one of the reasons for the need for BWE is the limited bandwidth of transducers, in particular, electroacoustic transducers (devices to convert electric energy into acoustic energy, or vice versa). Especially, low frequencies are difficult to reproduce efficiently. We can classify electroacoustic transducers in the following five categories:

- **Electrodynamic**: Movement is produced because of a current flow in a wire located in a fixed magnetic field. Most drivers in audio and TV sets are of this type, and will be discussed in greater detail in Sec. 1.3.2.
- **Electrostatic**: Movement is produced because of a force between two or more electrodes with a (high) voltage difference. Condenser microphones are of this type; for loudspeakers, they are mainly for Hi-Fi use.
- **Magnetic**: Movement is produced by attraction of metal due to an electromagnet. This is very common for doorbells and hearing aids, but it is not very much in use for loudspeakers.
- **Magnetostriction**: Movement is due to the magnetostriction effect – an effect arising in a variety of ferromagnetic materials whereby magnetic polarization gives rise to elastic strain, and vice versa.
- **Piezoelectric**: Movement is produced because of the direct and converse piezoelectric effect – an effect arising in a variety of non-conducting crystals whereby dielectric polarization gives rise to elastic strain, and vice versa. One usually sees this type of
loudspeakers for high-frequency units (tweeters) only, since with a low voltage only small movements can be achieved.

Each of these classes has its benefits and specific applications areas, but none can yield an overall desirable performance. Then there are some other, more exotic methods of sound transduction (which are not much in use), like:

- Laser loudspeakers, using the photoacoustic effect (Westervelt and Larson [296]).
- ‘Audio spotlight’, using interfering ultrasonic sound rays (Yoneyama and Fujimoto [300], Pompei [211]) to make a narrow beam of audible sound from a small acoustic source.
- ‘Singing display’, which is based on electrostatic forces between the plates of an LCD display (description in Chapter 8).
- Flame loudspeaker (Gander [84]) and Ionophone (Russell [230]), using pyroacoustic transduction.

After the discovery of electromagnetism in 1802 and Reiss’ telephone in 1860, it was Bell, on 10 March 1876, who uttered the famous words ‘Mr. Watson, come here, I want to see you!’, in the first successful electromagnetic transmission of speech. Not long after Bell’s invention of the telephone, Charles Cuttris and Jerome Redding [55] (see also Hunt [114]) filed a US patent application describing what appears as the first moving-coil electroacoustic transducer. Various principles were explored, but it took until 1925 before the loudspeaker came to its full growth, due to the work of Rice and Kellog [223]. This year is generally considered as the birth of the modern loudspeaker. An intimidating array of books, research papers and patents has been devoted to the science and technology of transducers since 1925, a few of which are Beranek [28], Borwick [36], Gander [84], Geddes and Lee [85], Hunt [114], McLachlan [172], and Olson [192]. Although a tremendous amount of energy has been devoted to increasing the performance of transducers, Chapter 4 presents, as a special case of a BWE system, an unusual loudspeaker design that has the curious property that it has a very high efficiency at one (low) frequency only. This frequency is then used to reproduce most of the low bass of the audio signal, together with appropriate signal processing.

I.2.2 SOUND QUALITY

There is an ever-continuing desire to increase sound quality (which often competes with economic constraints). From 1925 to 1926, the Edison Company sponsored ‘tone tests’, recitals in which phonographic ‘re-creations’ of musicians, as reproduced by the Edison ‘Diamond Disc Phonograph’, were compared directly to live performances by those same musicians (Thompson [269]). In auditoriums and concert halls across the US, curious crowds gathered to engage in a very public kind of critical listening. Today, we can hardly believe that these re-creations were indistinguishable from the original. But two things can be observed: (1) Those gatherings can be considered as the start of the ‘A/B’ listening test, and (2) that most people increase their demands (or, perhaps, change their expectations) for quality as soon as they get used to a certain quality level. After the introduction of loudspeakers in the early 1920s, there was a demand for more bass and more volume (Read and Welch [221, p239]), and this demand has never gone away.
As electrical engineering advanced over the years, and especially with the advent of digital technology, sound enhancement became possible through electronic means; nowadays, audio engineering relies heavily on signal-processing techniques. BWE is one of the methods that can be used to enhance the quality of sound, which is especially attractive in areas such as consumer electronics. In this market, sound quality is often sub-optimal because of economic constraints on the size and cost of components. Most manufacturers want to produce as cheaply as possible, yet retain a high subjective quality. Nonetheless, quality does suffer, and in many cases a bandwidth reduction results. Electronic means (such as BWE systems) are comparatively cheap and flexible, and play an ever-larger role in determining the sound quality of audio systems. Chapter 2 presents several signal-processing methods that allow a small loudspeaker to be used for reproducing a wide low-frequency bandwidth, and is thus a prime example of how signal processing can be used to circumvent physical/acoustical difficulties. Bandwidth reduction due to audio compression can be (partially) negated by BWE algorithms discussed in Chapter 5, and in Chapter 6, we show how speech quality can be improved using the existing narrow-band telephone network.

I.3 BANDWIDTH EXTENSION FRAMEWORK

I.3.1 INTRODUCTION

Here we introduce BWE from a general point of view, adapted from Aarts et al. [10]. We focus on requirements that BWE algorithms need to comply with, both perceptual as well as implementational (in a broad sense; more specific treatments are given in the appropriate chapters). This overview is also useful because various BWE algorithms are very similar from a conceptual point of view, even though in detail they can be quite different. Keeping the general picture of BWE in mind makes it easier to find connections between the topics discussed in the various chapters.

An obvious way to categorize various BWE methods is based on the frequency range of interest. Some methods extend the low end of the audio spectrum, other methods extend the high end of the spectrum. The classifications ‘low’ and ‘high’ in this sense are relative to the remaining audio spectrum, and should not be considered in absolute sense. The second categorization is to realize ‘where’ the signal bandwidth is actually extended: in the auditory system or in the reproduced waveform. In other words, psychoacoustic or physical. These four categories are indicated in Table I.1 (and in Fig. I.1), together with references to the chapters where the various BWE categories are discussed. Finally, we

<table>
<thead>
<tr>
<th>Table I.1</th>
<th>The four categories of BWE as function of frequency band and type, with reference to the chapters that cover that kind of BWE application. Chapter 1 covers background material, and Chapter 8 presents an overview of BWE patents</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Low band</td>
</tr>
<tr>
<td>Psychoacoustic</td>
<td>Chapters 2, 7</td>
</tr>
<tr>
<td>Physical</td>
<td>Chapters 3, 4</td>
</tr>
</tbody>
</table>
can identify BWE algorithms that use a priori information about the desired frequency components that need to be resynthesized, and those that use no such information. The latter class is termed ‘blind’, the other ‘non-blind’. Generally, psychoacoustic BWE algorithms are never blind, because it is not the signal that is bandlimited, but the transducer. For the low-frequency psychoacoustic case, the application area is small loudspeakers, which cannot radiate very low frequency components. These low frequencies are present in the received signal, but have to be modified in such a way that the loudspeaker can reproduce a signal that has the same pitch percept, yet does not physically contain very low frequencies. High-frequency psychoacoustic BWE does not exist; it would require an algorithm that can yield a ‘bright’ (in terms of timbre) sound percept without reproducing the required high-frequency components. No known psychoacoustic effect can do this, and therefore this technology does not exist. Physical BWE methods can be either blind or non-blind, because in these cases it is the signal that is bandlimited, not the transducer. The BWE algorithm has to resynthesize the missing frequency components from the narrow-band input signal. This can be done quite well with a priori information about the high frequencies, but it is also possible without such information (although usually at a lower quality). In this book, we almost exclusively deal with blind BWE systems, the exception being a kind of high-frequency BWE for audio, discussed in Sec. 5.5. It appears that the four classes of blind algorithms (of which three have practical applications), all

---

1. Therefore, we simply use the term high-frequency BWE for what is in terms of the categorization of Table I.1 properly called high-frequency physical BWE.
have similar requirements, and can be implemented in a broadly similar fashion (although varying greatly on a more detailed level).

Blind algorithms can only use statistical information about the expected signals. This calls for a more general approach than what non-blind algorithms would require, and in the following text, we show how this generality can be exploited to cast the various BWE categories into a generalized signal-processing framework. A signal-processing framework is developed, which can be used to design BWE algorithms for many applications.

I.3.2 THE FRAMEWORK

I.3.2.1 Bandwidth Extension Categories

The four categories of BWE were already presented, and have been arranged in matrix form in Fig. I.1, where the columns indicate either low- or high-frequency extension, and the rows indicate psychoacoustic or physical BWE type. Each of the four graphs indicates a stylized power spectrum of an audio signal. The arrow indicates the action of the BWE algorithm: energy from the dashed frequency range ‘a’ is shifted to the dotted frequency range ‘b’. Such ‘shifting’ of energy from one frequency range to the other obviously needs to be done in a special way; this will be elaborately discussed in the remainder of the book. The four indicated categories of BWE have the following characteristics:

1. **Low-frequency physical BWE category**: The lowest frequency components of the signal are used to extend the lower end of the signal’s spectrum. Such an algorithm can be used if the low-frequency bandwidth of the signal has been reduced in storage or transmission; alternatively, the algorithm can be used for audio enhancement purposes, even if no prior bandwidth reduction had taken place. The loudspeaker will need to have an extended low-frequency response to reproduce the synthesized low frequencies.

2. **Low-frequency psychoacoustic BWE category**: The lowest frequency components of the signal cannot be reproduced by the loudspeaker, and are shifted to above the loudspeaker’s low cut-off frequency. This must be done in such a way as to preserve the correct pitch and loudness of the low frequencies (and timbre as well, but this is not entirely possible).

3. **High-frequency BWE category**: The highest frequency components of the signal are used to extend the higher end of the signal’s spectrum. Such an algorithm can be used if the high-frequency bandwidth of the signal has been reduced in storage or transmission; alternatively, the algorithm can be used for audio enhancement, even if no prior bandwidth reduction had taken place. The loudspeaker will need to have an extended high-frequency response to reproduce the synthesized high frequencies (which is usually not a problem).

4. **High-frequency (psychoacoustic) BWE category**: the highest frequency components of the signal cannot be reproduced by the loudspeaker, and are shifted to below the loudspeaker’s high cut-off frequency. This must be done in such a way as to preserve the correct pitch, timbre, and loudness of the high frequencies. However, there is no known psychoacoustic effect that evokes a bright timbre percept when only lower-frequency components are present. Therefore, this category of BWE has no known implementation.
I.3.2.2 Perceptual Considerations

All of the BWE algorithms derive from one part of a signal’s spectrum, a second signal in a different frequency range, which is then added to the input signal. The sum of these two signals should blend together to form an enhanced version of the original. The analysis by the auditory system should therefore group these two signals into the same stream, yielding a single percept. Bregman [38] gives some clues as to what signal characteristics are important in this grouping decision: pitch, timbre, and temporal modulation. If any one of these parameters differs ‘too much’ between the two signals, the signals will be segregated and be heard as two separate streams. This would constitute a failure of the BWE algorithm. Therefore, we must ensure that all the said signal characteristics of the synthetic signal remain as similar as possible to those of the original signal. On the other hand, a slight dissimilarity between, say, the pitches of two signals, can be ‘overcome’ by strong similarity in temporal modulation. Indicating the synthetic signal (output of BWE algorithm) by $y(t)$, and the input signal by $x(t)$, we have the following considerations:

**Pitch**: $x(t)$ and $y(t)$ should have a similar tonal structure, that is, a common fundamental frequency $f_0$. If the signals are atonal (noise), then $x(t)$ and $y(t)$ should have similar moments (at least up to second order). We shall see that we can design efficient algorithms such that the pitch of $y(t)$ matches that of $x(t)$.

**Timbre**: Timbre is usually associated with the spectral envelope, although temporal envelope and spectral phase also have an influence. In the BWE algorithms, we can control timbre to some extent by the correct design of filters.

**Loudness**: Similar temporal modulations for $y(t)$ and $x(t)$ are required for covarying loudness of both signals, and can be achieved by ensuring that the amplitudes of $y(t)$ and $x(t)$ are (nearly) proportional. The BWE algorithms described later on will usually be linear in amplitude, so this is automatically taken care of.

Because there is little objective data available on how ‘close’ or ‘similar’ the mentioned psychoacoustic parameters must be for $x(t)$ and $y(t)$ to be grouped, especially for realistic audio signals, the tolerance of BWE algorithms for these grouping and segregation effects is, to some degree, a matter of trial and error.

I.3.2.3 Implementational Considerations

Besides perceptual constraints, there are some constraints on the implementation of the algorithms. These are not necessarily exclusive to BWE methods, but to most signal-processing algorithms for use in consumer electronic applications. These constraints are:

1. Low computational complexity and low memory requirements.
2. Independence of signal format.
3. Applicable to music, speech and, preferably, both.

The first constraint is important for the algorithm to be a feasible solution for consumer devices, which typically have very limited resources. Although the use of digital signal
processors is becoming more widespread in consumer electronics, many signal-processing features are usually implemented together, and each one may only use a fraction of the total computing power.

Independence of signal format means that the algorithm is applied to a PCM-like signal. Dependence on a certain coding or decoding scheme would limit the scope of the algorithm. Of course, in some cases, this can lead to higher-quality output signals, as for the SBR technology in high-frequency BWE application, discussed in Chapter 5.

The third constraint determines if we can use a detailed signal model or not. If the application is limited to speech only, a speech model that allows a more accurate BWE (Chapter 6) can be used. Signals not well described by the speech model, such as music, would not give good results with this algorithm. Thus, if the nature of the processed signals is unclear, a general algorithm must be used. Specialized BWE algorithms for music would be more difficult to devise than those for speech, because the statistics of musical signals depend heavily on the instrument being used; also, typically many instruments are active simultaneously, whereas in speech applications the signal can be assumed to derive from one sound source only. If we can decide for a given signal whether it is music or speech, which can be done with a speech-music discriminator (Aarts and Toonen Dekkers [6]), we can use BWE for music with strategies as discussed in Chapter 5, and BWE for speech with strategies as discussed in Chapter 6.

### 1.3.2.4 Processing Framework

Figure I.2 presents the signal-processing framework that we propose for all categories of BWE described here, and covers most of the BWE methods described elsewhere. The general algorithm consists of two branches: one in which the input signal is merely delayed, and one in which the bandwidth extension takes place. This bandwidth extension is done by bandpass filtering the input signal (FIL1) to select a portion of the audio signal (indicated by the letter ‘a’ in Fig. I.1). This portion is then passed to a non-linear device (NLD), which ‘shifts’ the frequencies to a higher or lower region by a suitable non-linear operation, according to the particular application. Subsequently, the signal is bandpass filtered (FIL2), to obtain a suitable spectrum and timbre (the signal now has frequencies in the range ‘b’, as shown in Fig. I.1). The resulting signal is amplified or attenuated as desired and added back to the (delayed) input signal to form the output.

![Diagram](image)

**Figure I.2** General BWE framework, also shown as high-frequency BWE structure in Fig. 5.2. Similar structures are shown for low-frequency psychoacoustic BWE as Fig. 2.4 and for low-frequency physical BWE as Fig. 3.1
A somewhat different approach is taken in Secs. 2.4 and 3.3.2.4, where a frequency tracker is used and the harmonics signal is generated explicitly (not through non-linear processing of the filtered input). For speech BWE methods, discussed in Chapter 6, the same structure is used, but some of the processing steps are much more involved, in particular, the filtering by FIL2. This filter is derived adaptively from the input signal. For the non-blind BWE approach taken in Sec. 5.5, FIL2 is also adaptively determined, in this case by control information embedded in a coded audio bitstream. In Sec. 5.6, an extremely simplified algorithm (instantaneous compression) that only uses an NLD, without any filters, is used; this method is only suitable in particular circumstances and for particular signals.

Specific implementations for the NLD, which ‘shifts’ frequency components from low to high values (or vice versa), will be given in later chapters covering the specific BWE categories. They are based on generating harmonics or subharmonics of the signal passed by FIL1. Nearly all of the NLDs discussed in the following chapters implicitly determine the frequency of the incoming signal by its zero crossings (except the frequency tracker of Secs. 2.4 and 3.3.2.4). For a pure tone of frequency \( f_0 \), the situation is unambiguous, and there are 2\( f_0 \) zero crossings per second. But because FIL1 is a bandpass filter of finite bandwidth, the signal going into the NLD will possibly contain more than one frequency component, which will disturb the zero crossing rate \( \gamma \) (number of zero crossing per second) of the signal. Fortunately, zero crossings appear to be quite robust in reflecting the dominant frequency of a signal, which is known as the ‘dominant frequency principle’. This principle can be made explicit by the ‘zero crossing spectral representation’ (Kedem [141]) as

\[
\cos(\pi \gamma) = \frac{\int_{0}^{\pi} \cos \omega dF(\omega)}{\int_{0}^{\pi} dF(\omega)},
\]

which holds for weakly stationary time series, with spectral distribution \( F(\omega) \). For a pure tone of frequency \( f_0 = \omega_0 / 2\pi \), we set \( F(\omega) = \delta(\omega - \omega_0) \) in Eqn. I.1, and we find that \( \cos(\pi \gamma) = \cos \omega_0 \), which gives us the expected \( \gamma = 2f_0 \). If the signal passed by FIL1 has multiple frequency components, one of which is dominant, the NLD will ‘detect’ this frequency by the zero crossings of the signal, and construct a harmonics signal on the basis of this dominant frequency.
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From Physics to Psychophysics

This first chapter does not present new material, but rather presents some backgrounds for the various BWE topics. The selection of the material to be included in this chapter is mainly motivated by what is considered to be a useful reference if unfamiliar concepts are encountered in later chapters. To keep this backgrounds section concise, it will not always contain all desired information, but references are provided for further reading (as is done throughout the remainder of the book).

The topics covered in this chapter are basics in signal processing in Sec. 1.1, statistics of speech and music in Sec. 1.2, acoustics (mainly concerning loudspeakers) in Sec. 1.3, and auditory perception in Sec. 1.4.

1.1 SIGNAL THEORY

This section reviews some preliminaries for digital signal processing, most notably the concepts of linearity versus non-linearity, and commonly used digital filter structures and some of their properties. An understanding of these concepts is essential to appreciate the algorithms presented in later chapters, but knowledge of more advanced signal processing concepts would be very useful. If necessary, reviews of digital signal processing theory and applications can be found in, for example, Rabiner and Schafer [217], Rabiner and Gold [218], or Oppenheim and Schafer [194]. Van den Enden and Verhoeckx [281] also present a good introduction into digital signal processing. Golub and Van Loan [93] is a good reference for matrix computations, which are extensively used in Chapter 6.

1.1.1 LINEAR AND NON-LINEAR SYSTEMS

Consider a system that transforms an input signal $x(t)$ into an output signal $y(t)$. Assume that this transformation can be described by a function $g$ such that

$$y(t) = g(x(t)). \quad (1.1)$$

Time invariance means that we must have

$$y(t - \tau) = g(x(t - \tau)), \quad \tau \in \mathbb{R}, \quad (1.2)$$
that is, the output of a time-shifted input is the time-shifted output. The system is linear iff

\[ y_1(t) = g(x_1(t)), \]
\[ y_2(t) = g(x_2(t)), \]
\[ y_1(t) + y_2(t) = g(x_1(t) + x_2(t)), \tag{1.3} \]
\[ ay_1(t) = g(ax_1(t)), \quad a \in \mathbb{R}. \tag{1.4} \]

Equation 1.3 is called the superposition property, that is, the output of the sum of two signals equals the sum of the outputs. Equation 1.4 is called the homogeneity property, that is, the output of a scaled input equals the scaled output. If any of these two properties (or both) do not hold, the system is non-linear. Vaidyanathan [278] introduces the terminology *homogeneous time-invariant* for a time-invariant system, where Eqn. 1.3 is not true, while Eqn. 1.4 is true; such systems are an important class for BWE algorithms, as we shall see in Chapter 2 and following chapters. Note that these comments and equations are valid for both continuous as well as discrete-time (sampled) systems.

Many mathematical techniques exist for analyzing properties of linear time-invariant (LTI) systems, and some basic ones will be discussed shortly. For non-linear or time-variant systems, such analysis often becomes very complicated or even impossible, which is why one traditionally avoids dealing with such systems (or makes linear approximations of non-linear systems). Nonetheless, non-linear systems can have useful properties that LTI systems do not have. For BWE purposes, an important example is that LTI systems cannot introduce new frequency components into a signal; only the amplitude and/or phase of existing components can be altered. So, if the frequency bandwidth of a signal needs to be extended, the use of a non-linear system is inevitable (and thus desirable). Note that non-linearities in audio applications are often considered as generating undesirable distortion, but controlled use of non-linearities, such as in BWE algorithms, can be beneficial.

### 1.1.2 CONTINUOUS-TIME LTI (LTC) SYSTEMS

A continuous-time LTI system will be abbreviated as LTC. Beside the input–output function \( g \) (Eqn. 1.1), an LTC system can be fully described by its impulse response \( h(t) \), which is the output to a delta function \( \delta(t) \) input\(^1\) \((h(t) = g(\delta(t)))\). Because the system is linear, an arbitrary input signal \( x(t) \) can be written as an infinite series of delta functions by

\[ x(t) = \int_{-\infty}^{\infty} x(\tau)\delta(t - \tau) \, d\tau. \tag{1.5} \]

Using this principle, we can calculate the output signal \( y(t) \) as

\[ y(t) = \int_{-\infty}^{\infty} x(\tau)h(t - \tau) \, d\tau, \tag{1.6} \]

\(^1\) A delta function is the mathematical concept of a function that is zero everywhere except at \( x = 0 \), and which has an area of 1, that is, \( \int_{-\infty}^{\infty} \delta(x) \, dx = 1 \).
which is called the convolution integral, compactly written as

\[ y(t) = x(t) * h(t). \] (1.7)

An LTC is called stable iff

\[ \int_{-\infty}^{\infty} |y(t)| \, dt < \infty, \] (1.8)

and causal iff

\[ h(t) = 0 \quad \text{for } t < 0. \] (1.9)

The Fourier transform of the impulse response \( h(t) \) is called the frequency response \( H(\omega) \) – like \( h(t) \), \( H(\omega) \) gives a full description of the LTC system. Here, \( \omega \) is the angular frequency, related to frequency \( f \) as \( \omega = 2\pi f \). It is convenient to calculate the frequency response (also called frequency spectrum, or simply spectrum) of the output of the system as

\[ Y(\omega) = X(\omega)H(\omega). \] (1.10)

We see that convolution in the time domain equals multiplication in the frequency domain. The reverse is also true, and therefore the Fourier transform has the property, which is sometimes called “convolution in one domain is equal to multiplication in the other domain”. A slightly more general representation is through the Laplace transform, yielding \( X(s) \) as

\[ X(s) = \int_{-\infty}^{\infty} x(t)e^{-st} \, dt, \] (1.11)

where \( s \) is the Laplace variable. For continuous-time, physical frequencies \( \omega \) lie on the \( y \)-axis, thus we can write \( s = i\omega \) (note that in practice the \( i \) is often dropped when writing \( H(i\omega) \)). We can also write the LTC system function as

\[ H(s) = c \prod_{i=1}^{N} \frac{(s - z_i)}{\prod_{j=1}^{M} (s - p_j)}, \] (1.12)

where \( c \) is a constant. The \( z_i \) are the \( N \) zeros of the system, and \( p_j \) are the \( M \) poles, either of which can be real or complex. The system will be stable if all poles lie in the left hemifield, that is, \( \Re\{p_j\} < 0 \).

As an example, a simple AC coupling filter may be considered: a capacitance of \( C \) \( F \) connecting input and output, and a resistance of \( R \) \( \Omega \) from output to the common terminal. This system transfer function can be written as

\[ H(s) = \frac{RCs}{1 + RCs}, \] (1.13)

where the frequency response follows by substituting \( s = i\omega \). Comparing Eqn. 1.12 with Eqn. 1.13 shows that \( c = RC, N = 1, z_1 = 0, M = 1, \) and \( p_1 = -\frac{1}{RC} \).
The magnitude and phase of an LTC system function $H(s)$ are defined as

$$|H(s)| = \left[ \mathfrak{R}\{H(s)\}^2 + \mathfrak{I}\{H(s)\}^2 \right]^{1/2},$$  \hspace{1cm} (1.14)

$$\angle H(s) = \tan^{-1} \frac{\mathfrak{I}\{H(s)\}}{\mathfrak{R}\{H(s)\}},$$  \hspace{1cm} (1.15)

respectively. From the phase response, we can define the group delay $\tau_d(\omega)$, which can be interpreted as the time delay of a frequency $\omega$ between input and output and is given by

$$\tau_d(\omega) = -\frac{d}{d\omega} \angle H(i\omega).$$  \hspace{1cm} (1.16)

### 1.1.3 DISCRETE-TIME LTI (LTD) SYSTEMS

In DSP systems, the signals are known only at certain time instants $kT_s$, where $k \in \mathbb{Z}$ and $T_s = 1/f_s$ is the sampling interval, with $f_s$ being the sample frequency or sample rate. Thus, these systems are known as discrete-time LTI systems, abbreviated as LTD. According to the sampling theorem\(^2\), we can perfectly reconstruct a continuous-time signal $x(t)$ from its sampled version $x(k)$ if $f_s$ is at least twice the highest frequency occurring in $x(t)$. To convert $x(k)$ (consisting of appropriately scaled delta function at the sample times) to $x(t)$ (the continuous signal), a filter that has the following impulse response needs to be applied

$$h(t) = \frac{\sin(\pi t/T_s)}{\pi t/T_s}.$$  \hspace{1cm} (1.17)

In the frequency domain, this corresponds to an ideal low-pass filter (‘brick-wall’ filter), which only passes frequencies $|f| < f_s/2$. System functions in the discrete-time domain are usually described in the $z$ domain ($z$ being a complex number) as $H(z)$, rather than the $s$ domain. Likewise, the corresponding input and output signals are denoted as $X(z)$ and $Y(z)$ (Jury [138]). $X(z)$ can be obtained from $x(k)$ through the Z-transform

$$X(z) = \sum_{k=-\infty}^{\infty} x(k)z^{-k}.$$  \hspace{1cm} (1.18)

Normalized physical frequencies $\Omega$ in discrete time lie on the unit circle, thus $z = e^{-i\Omega}$, therefore $|\Omega| \leq \pi$.

There are various ways to convert a known continuous-time system function $H(s)$ to its discrete-time counterpart $H(z)$, all of which have various advantages and disadvantages. The most widely used method is the bilinear transformation, which relates $s$ and $z$ as

$$s = \frac{2}{T_s} \frac{1 - z^{-1}}{1 + z^{-1}}.$$  \hspace{1cm} (1.19)

\(^2\)The sampling theorem is frequently contributed to Shannon’s work in the 1940s, but, at the same time, Kotelnikov worked out similar ideas, and, a few decades before that, Whitaker. Therefore, some texts use the term WKS-sampling theorem (Jerri [135]).