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Preface to the Second Edition

This edition was prepared in response to users of the first edition. The essential change is that the development of the statistical distribution and inference theory of Part I of the first edition has been moved to the end of the book as Part III in this edition. While this material forms the basis for inference in linear models, it requires fairly intensive study. The result has been that many users of the book spent too much time on that material in a course that was intended to study the methods in linear regression or the analysis of variance. This left too little time for the discussion of the methodology that was the primary intent of the book.

In this edition, Part I contains the material on regression and Part II the material on the analysis of variance. The necessary theoretical concepts are presented as needed to describe the inference that is appropriate for the method being discussed. This is done using intuitive ideas and without proof. References are given to the formal development in Part III. It has been our experience that the theoretical material is best appreciated after having been motivated by the methods in Parts I and II.

In this addition, 63 exercises have been added to the material on regression and 46 exercises have been added to the material on the analysis of variance. The exercises in each chapter have been organized by section number so as to facilitate relating them to the reading material. The AVE method for variance component analysis has been improved by relating it to the AOV method. This simplifies the expressions for the expected values and hence the estimation of individual components. This allows for the development of a general computer program. As in the first edition, data for larger examples are given in Appendix D and these data, as well as those contained in examples and exercises in the text, are available on an ftp file. A solutions manual for the exercises is available from the author.

RONALD R. HOCKING

Ishpeming, Michigan
September 2002
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Preface to the First Edition

This book presents a thorough treatment of the concepts and methods of linear model analysis and illustrates them with numerical and conceptual examples. A substantial portion of statistical analysis is done in the context of a linear model that describes the data. There is an extensive literature on the methods of analyzing data that is associated with such models. Frequently we encounter lack of agreement on the appropriate analysis, confusion over the application of the existing methods, and improper interpretation of the conclusions. The ready availability of high-speed computers and statistical software encourages the analysis of ever larger and more complex problems while at the same time increasing the likelihood of improper usage. At least part of the problem lies in the gap between the developers of the methodology and the users of those methods. Computer software may fill the gap, but it may not accurately portray the method or it may be improperly interpreted by the user. One of the aims of this book is to bridge that gap by presenting the methods in a conceptually simple way so that the user will more easily understand the application of the methods and be able to assess whether the computer software reflects the method.

The topic of linear models has two major sub-categories: linear regression and the analysis of variance. In linear regression, the response is typically assumed to be a function of quantitative variables such as time or temperature. In the analysis of variance, we are concerned with estimating and making inferences about the means of populations and, more generally, about the mean and covariance structure on these populations. Both models use much of the same mathematical theory to develop the analyses, and common features of the analysis have motivated the inclusion of both topics in this book. However, there are sufficient differences to warrant a separation of the discussion.

This book is divided into three parts. Part I contains an introduction to the formulation of linear models, a discussion of the statistical distribution theory for linear and quadratic forms, a presentation of the basic linear model theory, and a review of the concepts and methods of simultaneous inference. Part II addresses linear regression models. The discussion focuses on the development of a model that properly reflects the data and the experimental situation. The problems associated with collinear predictors are discussed and illustrated and remedial solutions are examined. The literature on influential data diagnostics is reviewed and examined. Graphical methods for examining the data and the model are stressed and illustrated. A careful treatment is given to the topic of indicator
variables. The ideas are developed in such a way as to avoid the frequent misuses of this useful concept. Part III is concerned with analysis of variance models. Three chapters are devoted to the discussion of fixed effects models. This methodology is concerned with the analysis of means of populations, and the cell means model is used as the basis for interpretation and hypothesis formulation. The cell means model, introduced by Hocking and Speed (1975) and expanded on by Hocking (1985) has now been commonly accepted in the literature. The discussions further illustrate the utility of this model formulation and describe the relation to the classical effects and interaction model. The model is especially powerful in the analysis of unbalanced data, including the problem of missing cells. The last three chapters of Part III are devoted to the mixed model problem, that is, models with a non-scalar covariance structure. Classical methods of estimation and inference are reviewed and a new approach for estimating variance components, called AVE estimation, is introduced. This method develops the estimates in a way that allows for a diagnostic analysis of the data as well as an assessment of the model and the design. The source of negative estimates of variance components is revealed. The method is especially useful if the objective of the experiment is to identify sources of variability in the process being studied. The method is initially applied to balanced data situations and is then extended to include the unbalanced case. The EM algorithm is used for the extension. In addition to the estimation and diagnostic analysis, the method suggests a general approach for making inferences on both the fixed and the random effects in the model.

This book has been developed over several years of teaching courses in linear regression and the analysis of variance. At Texas A&M University, the material was presented in two semesters to students who have had a minimum of a one-semester course in statistical methods. A first course in mathematical statistics, including the distribution of random variables and an introduction to likelihood methods for inference, is necessary for an appreciation of the results in Part I. Liberal use is made of matrix algebra, and the essential results are summarized in Appendix A. The use of matrix algebra greatly simplifies both the theory and application of the analysis. Most of the results used are contained in an introductory course on matrix algebra. The possible exception is the concept of Kronecker products that greatly simplifies the discussion of analysis of variance. I find it best to introduce such concepts as they arise in the discussion as opposed to using an early segment of the course for a discussion of this material.

The book can be used in several ways. Chapter 1 should be read for a general introduction to the topic and the basic notation and definitions. For an applied course in linear regression, Part II is essentially self-contained if the student is willing to accept the basic results on estimation and inference from least squares analysis. These concepts are motivated for the simple linear regression model in Chapter 5. The focus in these chapters is on the application of the methods to several examples. The graphical methods for examining
influential data and collinear predictors clarify the numerical indicators available in most software packages. Similarly Part III can be used for an applied course in the analysis of variance, although the presentation, using Kronecker products, is more mathematical. The reward for this effort is that we obtain general results for expressing the analysis of a general class of such models. Inference on fixed effects is made clearer by using the cell means model, and the AVE method clarifies the interpretation and estimation of variance components. The chapters in both of these parts contain many exercises. Some of these are conceptual to provide details on the material in the chapters. Many of the exercises lead the student through an analysis of specific examples. A solutions manual is available and professors should contact the author for more information. The data for the larger examples is given in Appendix D and will be available on an ftp file.

More advanced students may wish to study the remaining chapters in Part I in detail. Most of the statistical and mathematical results are presented in a concise manner in Chapters 2 and 3. The issue of simultaneous inference is presented in Chapter 4 and some of the results are illustrated graphically to reveal the source of confusion that arises when making inferences on several parameter functions in an analyses.

In addition to its structure as a text, this book is designed to serve as a reference for applied statisticians and researchers in linear model methodology. Many of the problems presented remain unsolved, and it is hoped that this book will provide a basis for further research.

RONALD R. HOCKING

Ishpeming, Michigan
February 1996
PART I

REGRESSION MODELS
This Page Intentionally Left Blank
The objective of this chapter is to present a discussion and a formal definition of a general class of linear models. The presentation throughout this book will separate the discussion of regression models and analysis of variance models, though they are mathematically equivalent and subject to much of the same analysis. In this chapter, the focus is on regression models and the definition is illustrated with a variety of examples. Matrix algebra is used to give a compact description of the models and will be used extensively in the chapters to follow. An elementary knowledge of matrix algebra is assumed but a review of the basic concepts and more advanced material to be used in this book is given in Appendix A. This chapter introduces much of the notation and terminology to be used throughout the book.

1.1 BACKGROUND INFORMATION

In the area of applied statistics, a substantial portion of the analyses comes under the heading of linear models. This general heading covers the major areas of regression analysis and the analysis of variance but includes other topics such as time series and multivariate analysis. The first two topics are the primary focus of this book.

The basis for the computational procedure used in the analysis can be traced back to the writings of the French mathematicians Gauss and LeGendre in the early years of the nineteenth century. In their writings they describe the method of least squares for determining a line or plane to give an approximate description for a scatter of points. The method of least squares was given statistical credibility, under the assumption of normally distributed errors, by the likelihood-based methodology pioneered by R. A. Fisher in the first quarter of the twentieth century. Books such as *Applied Regression Analysis* by Draper and Smith (1966), *The Analysis of Variance* by Scheffé (1959) and *An Introduction to Linear Statistical Models* by Graybill (1961) summarize the methodology that was developed in the first half of this century. These methods contributed significantly to developments in all areas of research and are still widely used.
In the early stages of the development of these methods, the applications were limited by the ability to perform the required calculations, specifically the inversion of large matrices. The developments in high-speed computing in the two decades following the Second World War allowed us to consider regression models with many variables and the analysis of variance with many factors. The dramatic developments in computer technology in recent years have prompted new research in linear model methods. Numerical and graphical procedures have greatly expanded our ability to extract information from data. In regression analysis, techniques for identifying and examining the role of unusual observations and for detecting and understanding problems with collinear predictors enable the analyst to obtain a better understanding of the system or process being studied.

In the analysis of variance, much of the confusion caused by the mathematical statement of the model was removed by the revival of what is now called the cell means model. (We write key words and phrases in boldface.) This form of the model was especially useful in resolving questions with regard to unbalanced designs. Increased computer speed and capacity encouraged the application of likelihood-based methods for the estimation of variance components in mixed models. The search for diagnostic methods in the analysis of mixed models led to an alternative approach to describing the model and to a new computational procedure known as AVE which simplifies the computations and provides insight into the sources of variability.

A fundamental problem in all areas of science, and especially in statistics, is the gap between the development of new ideas and their implementation in practice. In the current computing environment, the problem becomes even more serious as new ideas are introduced into readily available statistical packages but not necessarily understood by practitioners. The motivation for the presentation in this book is to bridge the gap between theory and practice. This is done in Parts I and II by providing an intuitive discussion of the theory and then giving a thorough discussion of the techniques necessary for applying the theory to the analysis of data. Parts I and II can be understood by the student with a first course in statistical methods who is willing to accept the fundamental concepts and focus on the applications. The techniques are illustrated by numerical examples from different disciplines with particular emphasis on the ways in which new methods can provide insight into the analysis. Part III contains the necessary mathematical theory for the reader interested in a complete understanding of the basis for the analyses. That part requires an understanding of statistical theory at the level of an introductory course in mathematical statistics. No attempt is made to evaluate existing computer packages since they are constantly being modified and updated. It is hoped that the discussions of methods will allow the reader to be a discriminating user of such packages.
1.2 MATHEMATICAL AND STATISTICAL MODELS

For our purposes, we describe a mathematical model as a functional relation between variables. In particular, we are interested in models that relate a set of input variables to a set of output variables. It is convenient to think of this situation in a generic form. Thus we think of a response as the output of a process that depends on one or more inputs. This idea is shown in the schematic below. The box indicates a process in which the three inputs are transformed into the single output. For much of this book we will consider a single output but allow for several inputs.

\[
\text{Inputs} \rightarrow \boxed{\text{Process}} \rightarrow \text{Output}
\]

Schematic for mathematical models.

Mathematically, we describe the relation as

\[ y = g(x_1, x_2, x_3), \]  

(1.1)

where \( y \) denotes the output, \( x_1, x_2, \) and \( x_3 \) denote the inputs and \( g(x_1, x_2, x_3) \) denotes the functional relation by which the inputs are converted into the output. We will refer to this as the response function. The concepts are illustrated by the following example.

**Example 1.1.** In the manufacture of particle boards, small wood particles are mixed with an adhesive, formed into sheets of a given thickness, and baked in an oven. The company is interested in the relation of the strength of the boards to the baking temperature. To examine this relation, several boards are produced at each of several temperatures and the strength, \( y \) and the temperature, \( t \), are measured. Based on this information, the analyst wishes to determine the functional relation.

The search for the functional relation in Example 1.1 may be aided by a scatter plot of the temperature-strength pairs. (This is convenient here since we have only one input variable.) The plot might suggest that the relation is nearly a straight line, but that there are departures from that linear relation. Further, we may note that observations at the same temperature do not yield the same strength. These differences could be caused by other factors that influence the strength and have not been held constant in the study. In many cases, these unexplained differences can only be attributed to natural variability in the material or the process that does not have a mathematical explanation. To include such variability we introduce the concept of a statistical model.
particular, we consider the extension of the mathematical model that merely adds a random variable to the input side of equation (1.1). Thus, we write the model as

\[ y = g(x_1, x_2, x_3) + e. \]  (1.2)

Here, \( e \) denotes the added random variable, often called the \textit{error term}. The properties of this random variable will depend on the situation, but it is often assumed to follow a univariate normal distribution with mean zero and variance \( \sigma^2 \). We shall elaborate on this definition in Section 1.3. Implicit in this assumption is the fact that the output, \( y \), can be viewed as a random variable with mean (expected value), \( g(x_1, x_2, x_3) \), and variance \( \sigma^2 \). Thus we may write the deterministic part of the model, using \( E[y] \) to denote the expected value, as

\[ E[y] = g(x_1, x_2, x_3). \]  (1.3)

In most situations, the functional form of the mathematical model may be known apart from the values of certain parameters. Thus, it may be known that the relation is a straight line, but the slope and intercept are not known. Letting \( \beta \) denote a vector of such parameters and \( x \) the vector of inputs, we write the mean function in (1.3) as

\[ E[y] = g(x, \beta). \]  (1.4)

If we add the assumption of independence to the random variables associated with the individual responses, the data for Example 1.1 can be viewed as a random sample from a population with mean given by (1.4) and variance \( \sigma^2 \). In this case, the population is only defined conceptually as the collection of possible boards that could be produced. In other cases, it may be possible to enumerate the population, such as the population of students in the college of engineering at a given university. In that case we might sample the population rather than observe all students or, alternatively, we might view this group of students as a sample from the collection of all possible engineering students at this university. The data could have been collected to develop a model for the relation between the score on a qualifying exam as a function of the student's grade point average.

The concept of an input variable is quite general. For example, when modeling the daily amount of water used by an oil refinery, the inputs may include the size of the refinery, the amount of crude oil processed, the number of cooling towers and the types of products. In general, inputs may be \textit{quantitative}, that is, measurements such as temperature or amount, or they may be \textit{qualitative}, indicating the presence or absence of a factor or the type of product.

The observations may arise as a result of a carefully \textit{designed experiment}. For example, if we wish to assess the effects of temperature on the strength of a product, we could conduct a controlled experiment in which the production