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Preface

The importance of finite mixture models in the statistical analysis of data is underscored by the ever-increasing rate at which articles on mixture applications appear in the statistical and general scientific literature. The aim of this monograph is to provide an up-to-date account of the theory and applications of modeling via finite mixture distributions. Since the appearance of the monograph of McLachlan and Basford (1988) on finite mixtures, the literature has expanded enormously to the extent that another monograph on the topic is apt. In the past decade the extent and the potential of the applications of finite mixture models have widened considerably. Because of their flexibility, mixture models are being increasingly exploited as a convenient, semiparametric way in which to model unknown distributional shapes. This is in addition to their obvious applications where there is group-structure in the data or where the aim is to explore the data for such structure, as in a cluster analysis.

In this book the more recent work is surveyed against the background of the existing literature. The widespread use of mixture models in recent times is demonstrated by the fact that of the 800 or so references in this book, almost 40% of them have been published since 1995. A comprehensive account of the major issues involved with modeling via finite mixture distributions is provided. They include identifiability problems, the actual fitting of finite mixtures through use of the EM algorithm, the properties of the maximum likelihood estimators so obtained, the assessment of the number of components to be used in the mixture, and the applicability of asymptotic theory in providing a basis for the solutions to some of these problems. The intent is to provide guidelines to users of mixture models on these various issues. The emphasis is on the applications of mixture models, not only in mainstream statistical analyses, but also in other areas such as unsupervised pattern recognition, speech recognition, and medical imaging.

With the advent of inexpensive, high-speed computers and the simultaneous rapid development in posterior simulation techniques such as Markov chain Monte Carlo
(MCMC) methods for enabling Bayesian estimation to be undertaken, practitioners are increasingly turning to Bayesian methods for the analysis of complicated statistical models. In this book, we consider the latest developments in Bayesian estimation of mixture models.

New topics that are covered in this book include the scaling of the EM algorithm to allow mixture models to be used in data mining applications involving massively huge databases. In the same spirit, there is also an account of the use of the sparse/incremental EM algorithm and of multiresolution \( kd \)-trees for speeding up the implementation of the standard EM algorithm for the fitting of mixture models. Another topic concerns the use of hierarchical mixtures-of-experts models as a powerful new approach to nonlinear regression that is a serious competitor to well-known statistical procedures such as MARS and CART. Other recent developments covered include the use of mixture models for handling overdispersion in generalized linear models and proposals for dealing with mixed continuous and categorical variables. In other recent work, there is the proposal to use \( t \) components in the mixture model to provide a robust approach to mixture modeling. A further topic is the use of mixtures of factor analyzers which provide a way of fitting mixture models to high-dimensional data. As mixture models provide a convenient basis for the modeling of dependent data by allowing the component-indicator variables to have a Markovian structure, there is also coverage of the latest developments in hidden Markov models, including the Bayesian approach to this problem. Another problem considered is the fitting of mixture models to multivariate data in binned form, which arises in some important medical applications in practice.

The book also covers the latest developments on existing issues with mixture modeling, such as assessing the number of components to be used in a mixture model and the associated problem of determining how many clusters there are in clustering applications with mixture models.

In presenting these latest results, the authors have attempted to draw together the statistical literature with the machine learning and pattern recognition literature.

It is intended that the book should appeal to both applied and theoretical statisticians, as well as to investigators working in the many diverse areas in which relevant use can be made of finite mixture models. It will be assumed that the reader has a fair mathematical or statistical background. The main parts of the book describing the formulation of the finite mixture approach, detailing its methodology, discussing aspects of its implementation, and illustrating its application in many simple statistical contexts should be comprehensible to graduates with statistics as their major subject. The emphasis is on the practical applications of mixture models; and to this end, numerous examples are given.

Chapter 1 begins with a discussion of mixture models and their applications and gives a brief overview of the current state of the area. It also includes a brief history of mixture models.

Chapter 2 focuses on the maximum likelihood fitting of mixture models via the EM algorithm. It covers issues such as the choice of starting values, stopping criteria, the calculation of the observed information matrix, and the provision of standard errors either by information-based methods or by the bootstrap.
Chapter 3 specializes the results in Chapter 2 to mixtures of normal components. Given the tractability of the multivariate normal distribution, it is not surprising that mixture modeling of continuous data is invariably undertaken by normal mixtures. This chapter also discusses the occurrence and identification of so-called spurious local maximizers of the likelihood function, which is an issue with the fitting of normal mixture models with no restrictions on the component-covariance matrices. A number of illustrative examples are presented.

In Chapter 4, we consider the Bayesian approach to the fitting of mixture models. Estimation in a Bayesian framework is now feasible using posterior simulation via recently developed MCMC methods. Bayes estimators for mixture models are well-defined so long as the prior distributions are proper. One main hindrance is that improper priors yield improper posterior distributions. We discuss the use of "partially proper priors," which do not require subjective input for the component parameters, yet the posterior is proper. We also discuss ways of handling other hindrances, including the effect of label switching, which arises when there is no real prior information that allows one to discriminate between the components of a mixture model belonging to the same parametric family.

In Chapter 5, we consider the fitting of mixture models with nonnormal component densities, including components suitable for mixed feature variables, where some are continuous and some are categorical. The maximum likelihood fitting of commonly used discrete components such as the binomial and Poisson are undertaken within the wider framework of a mixture of generalized linear models (GLMs). The latter also has the capacity to handle the regression case, where the response is allowed to depend on the value of a vector of covariates. The use of mixtures of GLMs for handling overdispersion in a single GLM component is discussed. In work related to mixtures of GLMs, the mixtures-of-experts model is considered, along with its extension, the hierarchical mixtures-of-experts model. This approach which combines aspects of finite mixture models and GLMs provides a comparatively fast learning and good generalization for nonlinear regression problems, including classification.

Chapter 6 is devoted to the estimation of the order of a mixture model. It covers the two main approaches. One way is based on a penalized form of the log likelihood whereby the likelihood is penalized by the subtraction of a term that "penalizes" the model for the number of parameters in it. The other main way for deciding on the order of a mixture model is to carry out a hypothesis test, using the likelihood ratio as the test statistic.

In Chapter 7, we consider the fitting of mixtures of (multivariate) $t$ distributions, as proposed in McLachlan and Peel (1998a) and Peel and McLachlan (2000). The $t$ distribution provides a longer-tailed alternative to the normal distribution. Hence it provides a more robust approach to the fitting of normal mixture models, as observations that are atypical of a component are given reduced weight in the calculation of its parameters. Also, the use of $t$ components gives less extreme estimates of the posterior probabilities of component membership of the mixture model.

In Chapter 8, we consider mixtures of factor analyzers from the perspective of both (a) a method for model-based density estimation from high-dimensional data, and hence for the clustering of such data, and (b) a method for local dimensionality
reduction. We also discuss the close link of mixtures of factor analyzers with mixtures of probabilistic principal component analyzers. The mixtures of factor analyzers model enables a normal mixture model to be fitted to high-dimensional data. The number of free parameters is controlled through the dimension $q$ of the latent factor space. It allows thus an interpolation in model complexities from isotropic to full covariance structures without any restrictions.

In Chapter 9, we consider the fitting of finite mixture models to binned and truncated multivariate data by maximum likelihood via the EM algorithm. The solution for an arbitrary number of dimensions of the feature vector is specialized to the case of bivariate normal mixtures.

Chapter 10 is on the use of mixture distributions to model failure-time data in a variety of situations, which occur in reliability and survival analyses. The focus is on the use of mixture distributions to model time to failure in the case of competing risks or failures.

In Chapter 11, a case study is provided to illustrate the use of mixture models in the analysis of multivariate directional data. Mixtures of Kent distributions are used as an aid in joint set identification.

In Chapter 12, we consider methods for improving the speed of the EM algorithm for the maximum likelihood fitting of mixture models to large databases that preserve the simplicity of implementation of the EM in its standard form. They include the incremental version of the EM algorithm, where only a partial E-step is performed before each M-step, and a sparse version, where not all the posterior probabilities of component membership are updated on each iteration. The use of multiresolution $kd$-trees to speed up the implementation of the E-step is also described. In addition, we consider how the EM algorithm can be scaled to handle very large databases with a limited memory buffer.

In Chapter 13, recent advances on hidden Markov models are covered. Hidden Markov models are increasingly being adopted in applications, since they provide a convenient way of formulating an extension of a mixture model to allow for dependent data. We discuss hidden Markov chain models in the one-dimensional case and hidden Markov random fields in two or higher dimensions.

A brief account of some of the available software for the fitting of mixture models is provided in the Appendix. This account includes a description of the program EMMIX (McLachlan et al., 1999).

The authors wish to thank Dr. Angus Ng for many helpful and insightful discussions on mixture models, and Katrina Monico for her constructive comments and suggestions on drafts of the manuscript. They would also like to acknowledge gratefully financial support from the Australian Research Council. Thanks are due too to the authors and owners of copyrighted material for permission to reproduce tables and figures.
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1

General Introduction

1.1 INTRODUCTION

1.1.1 Flexible Method of Modeling

Finite mixtures of distributions have provided a mathematical-based approach to the statistical modeling of a wide variety of random phenomena. Because of their usefulness as an extremely flexible method of modeling, finite mixture models have continued to receive increasing attention over the years, from both a practical and theoretical point of view. Indeed, in the past decade the extent and the potential of the applications of finite mixture models have widened considerably. Fields in which mixture models have been successfully applied include astronomy, biology, genetics, medicine, psychiatry, economics, engineering, and marketing, among many other fields in the biological, physical, and social sciences. In these applications, finite mixture models underpin a variety of techniques in major areas of statistics, including cluster and latent class analyses, discriminant analysis, image analysis, and survival analysis, in addition to their more direct role in data analysis and inference of providing descriptive models for distributions.
model unknown distributional shapes, whatever the objective, whether it be, say, density estimation or the flexible construction of Bayesian priors. For example, Priebe (1994) showed that with \( n = 10,000 \) observations, a log normal density can be well approximated by a mixture of about 30 normals. In contrast, a kernel density estimator uses a mixture of 10,000 normals. A mixture model is able to model quite complex distributions through an appropriate choice of its components to represent accurately the local areas of support of the true distribution. It can thus handle situations where a single parametric family is unable to provide a satisfactory model for local variations in the observed data. Inferences about the modeled phenomenon can be made without difficulties from the mixture components, since the latter are chosen for their tractability. This flexibility allows mixture models to play a useful role in neural networks (Bishop, 1995, Section 5.9). For with neural networks formed using radial basis functions, the input data can be modeled by a mixture model (for example, a normal mixture). That is, the basis functions can be taken to be the components of this mixture model after estimation by maximum likelihood from the input data. The second-layer weights in the neural network can then be estimated from the input data and their known outputs.

1.1.2 Initial Approach to Mixture Analysis

One of the first major analyses involving the use of mixture models was undertaken just over 100 years ago by the famous biometrician Karl Pearson. In his now classic paper, Pearson (1894) fitted a mixture of two normal probability density functions with different means \( \mu_1 \) and \( \mu_2 \) and variances \( \sigma_1^2 \) and \( \sigma_2^2 \) in proportions \( \pi_1 \) and \( \pi_2 \) to some data provided by Weldon (1892, 1893). The latter paper may have been the first ever to advocate statistical analysis as a primary method for studying biological problems (Pearson, 1906); see Stigler (1986, Chapter 8) and Tarter and Lock (1993, Chapter 1) for a more detailed account. The data set analyzed by Pearson (1894) consisted of measurements on the ratio of forehead to body length of \( n = 1000 \) crabs sampled from the Bay of Naples. These measurements, which were recorded in the form of \( v = 29 \) intervals, are displayed in Figure 1.1, along with the plot of the density of a single normal distribution fitted to them. Weldon (1893) had speculated that the asymmetry in the histogram of these data might be a signal that this population was evolving toward two new subspecies. Sensing that his own mathematical training was inadequate, Weldon turned to his colleague Karl Pearson for assistance.

Pearson's (1894) mixture model-based approach suggested that there were two subspecies present. This paper was the first of two monstrous memoirs in a series of "Contributions to the Mathematical Theory of Evolution" (Stigler, 1986, Chapter 10). In Figure 1.1 we have plotted the density of the two-component normal mixture, as obtained by using maximum likelihood to fit this model to the data in their original interval form. Pearson (1894) had used the method of moments to fit this mixture model to the mid-points of the intervals, which, for this data set, gives a fit very similar to that obtained with the more efficient method of maximum likelihood. It can be seen
that this mixture of two normal heteroscedastic components (components with unequal variances) does the job that Pearson (1894) had intended it to do, and that was to accommodate the apparent skewness in the data, which cannot be modeled adequately by the symmetric normal distribution. Pearson (1894) obtained his moments-based estimates of the five parameters of his normal heteroscedastic mixture model as a solution of a ninth degree polynomial (nonic). The computational effort in fitting this model (that is, finding the roots of a nonic) must have been at the time a daunting prospect to potential users of this mixture methodology. Indeed, as Everitt (1996) noted in his historical review of the development of finite mixture models, Charlier (1906) was led to comment "The solution of an equation of the ninth degree, where almost all powers, to the ninth, of the unknown quantity are existing, is, however, a very laborious task. Mr. Pearson has indeed possessed the energy to perform this heroic task in some instances in his first memoir on these topics from the year 1894. But I fear that he will have few successors, if the dissection of the frequency curve into two components is not very urgent." Not surprisingly, various attempts were made over the ensuing years to simplify Pearson’s (1894) moments-based approach to the fitting of a normal mixture model.
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**Fig. 1.1** Plot of forehead to body length data on 1000 crabs and of the fitted one-component (dashed line) and two-component (solid line) normal mixture models.

### 1.1.3 Impact of EM Algorithm

As to be elaborated on in Section 1.1.8, where we give a brief history of finite mixture models, it has only been in the last 20 or so years that considerable advances have been made in the fitting of finite mixture models, in particular by the method of maximum likelihood. Even with the advent of high-speed computers, there had been some reluctance in the past to fit mixture models to data of more than one dimension, possibly because of a lack of understanding of issues that arise with their fitting. They include the presence of multiple maxima in the mixture likelihood function and the unboundedness of the likelihood function in the case of normal
components with unequal covariance matrices. But as the difficulties concerning these computational issues came to be properly understood and successfully addressed, it led to the increasing use of mixture models in practice.

In the 1960s, the fitting of finite mixture models by maximum likelihood had been studied in a number of papers, including the seminal papers by Day (1969) and Wolfe (1965, 1967, 1970). However, it was the publication of the seminal paper of Dempster, Laird, and Rubin (1977) on the EM algorithm that greatly stimulated interest in the use of finite mixture distributions to model heterogeneous data. This is because the fitting of mixture models by maximum likelihood is a classic example of a problem that is simplified considerably by the EM’s conceptual unification of maximum likelihood (ML) estimation from data that can be viewed as being incomplete. As Aitkin and Aitkin (1994) noted, almost all the post-1978 applications of mixture modeling reported in the books on mixtures by Titterington, Smith, and Makov (1985) and McLachlan and Basford (1988) use the EM algorithm; see McLachlan and Krishnan (1997, Section 1.8). This also applies to the applications in this book.

1.2 OVERVIEW OF BOOK

The use of the EM algorithm for the fitting of finite mixture models, especially normal mixture models, has been demonstrated by McLachlan and Basford (1988) for the analysis of data arising from a wide variety of fields. For most commonly used parametric formulations of finite mixture models, the use of the EM algorithm to find a local maximizer of the likelihood function is straightforward. However, a number of issues remain. For example, as the likelihood function for mixture models usually has multiple local maxima, there is the question of which root of the likelihood equation corresponding to a local maximum of the likelihood function (that is, which local maximizer) to choose as the estimate of the vector of unknown parameters. Typically, the desired root corresponds to the global maximizer of the likelihood function in those situations where the likelihood function is bounded over the parameter space. But with mixtures of normal components with unequal variances in the univariate case or unequal covariance matrices in the multivariate case, the likelihood function is unbounded. In this case, the choice of root of the likelihood equation is not as obvious as in the bounded case and so requires careful consideration in practice. There is also the associated problem of how to select suitable starting values for the EM algorithm in the search of appropriate roots of the likelihood equation in the first instance. Another important consideration with the fitting of finite mixture models concerns the choice of the number of components \( g \) in the mixture model in those applications where \( g \) has to be inferred from the data.

In this book we give an extensive coverage of these problems, focusing on the latest developments. Indeed, almost 40% of the references in the book have been published since 1995.

Practitioners are increasingly turning to Bayesian methods for the analysis of complicated statistical models. This move is due in large part to the advent of inexpensive high speed computers and the simultaneous rapid development in posterior simula-
tion techniques such as Markov chain Monte Carlo (MCMC) methods for enabling Bayesian estimation to be undertaken. In this book, we consider the latest developments in Bayesian estimation of mixture models.

One of the major problems of interest in mixture models concerns the choice of the number of components. In recent times, a number of new criteria have been suggested, some of which, like the integrated classification criterion, have given encouraging results in empirical studies designed to test their performance. In this book we discuss these various criteria, along with standard criteria such as the Bayesian information criterion (BIC) and the bootstrap likelihood ratio test.

As many applications of nonnormal mixtures are with components belonging to the exponential family, consideration is given to the family of mixtures of generalized linear models (GLMs). In this framework, the mixing proportions, as well as the component distributions, are allowed to depend on some associated covariates. A common way in which mixtures of GLMs arises in practice is in the handling of overdispersion in a single GLM. A convenient way to proceed in this case is to introduce a random effect into the linear predictor and to consider a mixture of such models with different intercepts in different proportions.

In work related to mixtures of GLMs, the mixtures-of-experts model is considered, along with its extension, the hierarchical mixtures-of-experts (HMEs) model. This approach, which combines aspects of finite mixture models and GLMs, provides a comparatively fast learning and good generalization for nonlinear regression problems, including classification. It is thus a serious competitor to well-known statistical procedures such as MARS and CART.

On other material concerning the use of nonnormal components, there is treatment of the case where the feature variables are mixed, with some being categorical and some continuous. There is also a separate chapter devoted to mixture distributions in modeling failure-time data with competing risks. A case study is presented on the use of mixtures of Kent distributions for the analysis of multivariate directional data.

The problem of fitting finite mixture models to binned and truncated data is also covered. The methodology is illustrated with a case study on the diagnosis of iron-deficient anemia by the mixture modeling of binned and truncated data on a patient in the form of volume and hemoglobin concentration of red blood cells, as measured by a cytometric blood cell counter.

This book contains a number of recent results on mixture models by the authors, including the use of mixtures of $t$ distributions to provide a robust extension of normal mixture models, and the use of mixtures of factor analyzers to enable the fitting of normal mixture models to high-dimensional data. With the considerable attention being given to the analysis of large data sets, as in typical data mining applications, recent work on speeding up the implementation of the EM algorithm is discussed, including (a) the use of the sparse/incremental EM and of multiresolution $kd$-trees and (b) the scaling of the EM algorithm to massively large databases where there is a limited memory buffer.

Hidden Markov models are increasingly being used, as they provide a way of formulating an extension of mixture models to allow for dependent data. This book reviews the latest results on maximum likelihood and Bayesian methods of estimation.
for such models. It concludes with a concise summary of software available for the fitting of mixture models, including the EMMIX program (McLachlan et al., 1999).

Numerous examples of applications of mixture models are given throughout the book to demonstrate the methodology. Where available, the data sets considered in this book may be found on the World Wide Web at http://www.maths.uq.edu.au/~gjm.

1.3 BASIC DEFINITION

We let \( Y_1, \ldots, Y_n \) denote a random sample of size \( n \), where \( Y_j \) is a \( p \)-dimensional random vector with probability density function \( f(y_j) \) on \( \mathbb{R}^p \). In practice, \( Y_j \) contains the random variables corresponding to \( p \) measurements made on the \( j \)th recording of some features on the phenomenon under study. We let \( Y = (Y_1^T, \ldots, Y_n^T)^T \), where the superscript \( T \) denotes vector transpose. Note that we are using \( Y \) to represent the entire sample; that is, \( Y \) is an \( n \)-tuple of points in \( \mathbb{R}^p \). Where possible, a realization of a random vector is denoted by the corresponding lower-case letter. For example, \( y = (y_1^T, \ldots, y_n^T)^T \) denotes an observed random sample where \( y_j \) is the observed value of the random vector \( Y_j \).

Although we are taking the feature vector \( Y_j \) to be a continuous random vector here, we can still view \( f(y_j) \) as a density in the case where \( Y_j \) is discrete by the adoption of counting measure. We suppose that the density \( f(y_j) \) of \( Y_j \) can be written in the form

\[
\sum_{i=1}^{g} \pi_i f_i(y_j),
\]

where the \( f_i(y_j) \) are densities and the \( \pi_i \) are nonnegative quantities that sum to one; that is,

\[
0 \leq \pi_i \leq 1 \quad (i = 1, \ldots, g)
\]

and

\[
\sum_{i=1}^{g} \pi_i = 1.
\]

The quantities \( \pi_1, \ldots, \pi_g \) are called the mixing proportions or weights. As the functions, \( f_1(y_j), \ldots, f_g(y_j), \) are densities, it is obvious that (1.1) defines a density. The \( f_i(y_j) \) are called the component densities of the mixture. We shall refer to the density (1.1) as a \( g \)-component finite mixture density and refer to its corresponding distribution function \( F(y_j) \) as a \( g \)-component finite mixture distribution. Since we shall be focusing almost exclusively on finite mixtures of distributions, we shall usually refer to finite mixture models as just mixture models in the sequel.

In this formulation of the mixture model, the number of components \( g \) is considered fixed. But of course in many applications, the value of \( g \) is unknown and has to be inferred from the available data, along with the mixing proportions and the parameters in the specified forms for the component densities.

When the number of components is allowed to increase with the sample size \( n \), the model is called a Gaussian mixture sieve; see Geman and Hwang (1982), Roeder
1.4 INTERPRETATION OF MIXTURE MODELS

An obvious way of generating a random vector $Y_j$ with the $g$-component mixture density $f(y_j)$, given by (1.1), is as follows. Let $Z_j$ be a categorical random variable taking on the values $1, \ldots, g$ with probabilities $\pi_1, \ldots, \pi_g$, respectively, and suppose that the conditional density of $Y_j$ given $Z_j = i$ is $f_i(y_j)$ ($i = 1, \ldots, g$). Then the unconditional density of $Y_j$ (that is, its marginal density) is given by $f(y_j)$. In this context, the variable $Z_j$ can be thought of as the component label of the feature vector $Y_j$. In later work, it is convenient to work with a $g$-dimensional component-label vector $Z_j$ in place of the single categorical variable $Z_j$, where the $i$th element of $Z_j$, $Z_{ij} = (Z_j)_i$, is defined to be one or zero, according to whether the component of origin of $Y_j$ in the mixture is equal to $i$ or not ($i = 1, \ldots, g$). Thus $Z_j$ is distributed according to a multinomial distribution consisting of one draw on $g$ categories with probabilities $\pi_1, \ldots, \pi_g$; that is,

$$\text{pr}\{Z_j = z_j\} = \pi_1^{z_{1j}} \pi_2^{z_{2j}} \ldots \pi_g^{z_{gj}}. \quad (1.4)$$

We write

$$Z_j \sim \text{Mult}_g(1, \pi), \quad (1.5)$$

where $\pi = (\pi_1, \ldots, \pi_g)^T$.

In the interpretation above of a mixture model, an obvious situation where the $g$-component mixture model (1.1) is directly applicable is where $Y_j$ is drawn from a population $G$ which consists of $g$ groups, $G_1, \ldots, G_g$, in proportions $\pi_1, \ldots, \pi_g$. If the density of $Y_j$ in group $G_i$ is given by $f_i(y_j)$ for $i = 1, \ldots, g$, then the density of $Y_j$ has the $g$-component mixture form (1.1). In this situation, the $g$ components of the mixture can be physically identified with the $g$ externally existing groups, $G_1, \ldots, G_g$.

In biometric applications for instance, a source of the heterogeneity is often age, sex, species, geographical origin, and cohort status. For example, a population $G$ may consist of two groups $G_1$ and $G_2$, corresponding to those members with or without a particular disease that is under study. The problem may be to estimate the disease prevalence (that is, the mixing proportion $\pi_1$ here) on the basis of some feature vector measured on a randomly selected sample of members of the population. In the case study of Do and McLachlan (1984), in which $p = 4$ variables were measured on the skulls of Malaysian rats collected from owl pellets, the components of the fitted mixture corresponded to $g = 7$ different species of rats. The aim of their study was to assess the rat diet of owls in terms of the proportion of each species of rat represented in the fitted mixture model.

We shall see in this book that there are many other examples in practice where the population is a mixture of $g$ distinct groups that are known a priori to exist in some physical sense. However, there are also many examples involving the use of mixture