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Preface 

In this book we cover all basic concepts of computer engineering and science, from digital 
logic circuits to the design of a complete microcomputer system in a systematic and sim- 
plified manner. We have endeavored to present a clear understanding of the principles and 
basic tools required to design typical digital systems such as microcomputers. 

To accomplish this goal, the computer is first defined as consisting of three 
blocks: central processing unit (CPU), memory, and I/O. We point out that the CPU is 
analogous to the brain of a human being. Computer memory is similar to human memory. 
A question asked of a human being is analogous to entering a program into a computer us- 
ing an input device such as a keyboard, and answering the question by the human is simi- 
lar in concept to outputting the result required by the program to a computer output device 
such as a printer. The main difference is that human beings can think independently 
whereas computers can only answer questions for which they are programmed. Due to ad- 
vances in semiconductor technology, it is possible to fabricate the CPU on a single chip. 
The result is the microprocessor. Intel’s Pentium and Motorola’s Power PC are typical ex- 
amples of microprocessors. Memory and 110 chips must be connected to the microproces- 
sor chip to implement a microcomputer so that these microprocessors will be able to per- 
form meaningful operations. 

We clearly point out that computers understand only 0’s and 1’s. It is therefore 
important that students be familiar with binary numbers. Furthermore, we focus on the 
fact that computers can normally only add. Hence, all other operations such as subtraction 
are performed via addition. This can be accomplished via two’s-complement arithmetic 
for binary numbers. This topic is therefore also included, along with a clear explanation of 
signed and unsigned binary numbers. 

As far as computer programming is concerned, assembly language programming 
is covered in this book for typical Intel and Motorola microprocessors. An overview of C, 
C++, and Java high-level languages is also included. These are the only high-level lan- 
guages that can perform I/O operations. We point out the advantages and disadvantages of 
programming typical microprocessors in C and assembly languages. 

Three design levels are covered in this book: device level, logic level, and system 
level. Device-level design, which designs logic gates such as AND, OR, and NOT using 
transistors, is included from a basic point of view. Logic-level design is the design tech- 
nique in which logic gates are used to design a digital component such as an adder. Final- 
ly, system-level design is covered for typical Intel and Motorola microprocessors. Micro- 

xv 



xvi Preface 

computers have been designed by interfacing memory and IiO chips to these micro- 
processors. 

Digital systems at the logic level are classified into two types of circuits, combi- 
national and sequential. Combinational circuits have no memory whereas sequential cir- 
cuits contain memory. Microprocessors are designed using both combinational and se- 
quential circuits. Therefore, these topics are covered in detail. The fifth edition of this 
book contains an introduction to synthesizing digital logic circuits using popular hard- 
ware description languages such as Verilog and VHDL. These two languages are included 
in Appendices 1 and J, independently of each other in such a way that either Verilog or 
VHDL can be covered in a course without confusion. 

The material included in this book is divided into three sections. The first section 
contains Chapters 1 through 5. In these chapters we describe digital circuits at the gate 
and flip-flop levels and describe the analysis and design of combinational and sequential 
circuits. The second section contains Chapters 6 through 8. Here we describe microcom- 
puter organizatiodarchitecture, programming, design of computer instruction sets, CPU, 
memory, and IiO. The third section contains Chapters 9 through 11. These chapters con- 
tain typical 16-, 32-, and 64-bit microprocessors manufactured by Intel and Motorola. Fu- 
ture plans of Intel and Motorola are also included. Details of the topics covered in the l l  
chapters of this book follow. 

Chapter 1 presents an explanation of basic terminologies, fundamental concepts of 
digital integrated circuits using transistors; a comparison of LSTTL, HC, and HCT IC 
characteristics, the evolution of computers, and technological forecasts. 
Chapter 2 provides various number systems and codes suitable for representing infor- 
mation in microprocessors. 
Chapter 3 covers Boolean algebra along with map simplification of Boolean functions. 
The basic characteristics of digital logic gates are also presented. 
Chapter 4 presents the analysis and design of combinational circuits. Typical combina- 
tional circuits such as adders, decoders, encoders, multiplexers, demultiplexers and, 
ROMsiPLDs are included. 
Chapter 5 covers various types of flip-flops. Analysis and design of sequential circuits 
such as counters are provided. 
Chapter 6 presents typical microcomputer architecture, internal microprocessor orga- 
nization, memory, 110, and programming concepts. 
Chapter 7 covers the fundamentals of instruction set design. The design of registers 
and ALU is presented. Furthermore, control unit design using both hardwired control 
and microprogrammed approaches is included. Nanomemory concepts are covered. 
Chapter 8 explains the basics of memory, IiO, and parallel processing. Topics such as 
main memory array design, memory management concepts, cache memory organiza- 
tion, and pipelining are included. 
Chapters 9 and 10 contain detailed descriptions of the architectures, addressing 
modes, instruction sets, I/O, and system design concepts associated with the Intel 8086 
and Motorola MC68000. 
Chapter 1 1 provides a summary of the basic features of Intel and Motorola 32- and 64- 
bit microprocessors. Overviews of the Intel 80486/Pentium/Pentium ProiPentium 
IIiCelerodPentium 111, Pentium 4, and the Motorola 68030168040/68060/PowerPC 
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(32- and 64-bit) microprocessors are included. Finally, future plans by both Intel and 
Motorola are discussed. 

The book can be used in a number of ways. Because the materials presented are 
basic and do not require an advanced mathematical background, the book can easily be 
adopted as a text for three quarter or two semester courses. These courses can be taught at 
the undergraduate level in engineering and computer science. The recommended course 
sequence can be digital logic design in the, first course, with topics that include selected 
portions from Chapters 1 through 5; followed by a second course on computer architec- 
ture/organization (Chapters 6 through 8). The third course may include selected topics 
from Chapters 9 through 1 1, covering Intel and/or Motorola microprocessors. 

The audience for this book can also be graduate students or practicing micro- 
processor system designers in the industry. Portions of Chapters 9 through 11 can be used 
as an introductory graduate text in electricalicomputer engineering or computer science. 
Practitioners of microprocessor system design in the industry will find more simplified 
explanations, together with examples and comparison considerations, than are found in 
manufacturers’ manuals. 

Because of increased costs of college textbooks, this book covers several topics 
including digital logic, computer architecture, assembly language programming, and mi- 
croprocessor-based system design in a single book. Adequate details are provided. Cover- 
age of certain topics listed below makes the book very unique: 

i) 

ii) 

iii) 

iv) 

v) 

vi) 

vii) 

A clear explanation of signed and unsigned numbers using computation of 
(X2/255) as an example (Section 2.2). The same concepts are illustrated using as- 
sembly language programming with Intel 8086 microprocessor (Example 9.2), and 
Motorola 68000 microprocessor (Example 10.2). 
Clarification of packed vs. unpacked BCD (Section 2.3.2). Also, clear explanation 
of ASCII vs. EBCDIC using an ASCII keyboard and an EBCDIC printer inter- 
faced to a computer as an example (Section 2.3.2); illustration of the same con- 
cepts via Intel 8086 assembly language programming using the XLAT instruction 
(Section 9.5.1). 
Simplified explanation of Digital Logic Design along with numerous examples 
(Chapters 2 through 5). A clcar explanation of the BCD adder (Section 4.5.1). An 
introduction to basic features of Verilog (Appendix I) and VHDL (Appendix J) 
along with descriptions of several examples of Chapters 3 through 5. Verilog and 
VHDL descriptions and syntheses of an ALU and a typical CPU. Coverage of Ver- 
ilog and VHDL independent of each other in separate appendices without any con- 
fusion. 
CD containing a step by step procedure for installing and using Altera Quartus I1 
software for synthesizing Verilog and VHDL descriptions of several combinational 
and sequential logic design. Screen shots included in CD providing the waveforms 
and tabular forms illustrating the simulation results. 
Application of C language vs. assembly language along with advantages and dis- 
advantages of each (Section 6.6.4). 
Numerous examples of assembly language programming for both Intel 8086 
(Chapter 9) and Motorola 68000 (Chapter lo). 
A CD containing a step by step procedure for installing and using MASM 6.1 1 
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(8086) and 68asmsim (68000). Screen shots are provided on CD verifying the cor- 
rect operation of several assembly language programs (both 8086 and 68000) via 
simulations using test data. The screen shots are obtained by simulating the assem- 
bly language programs using DEBUG (8086) and SIM (68000). 
A concise and simplified explanation of system design concepts including pro- 
grammed I/O and interrupts with the Intel 8086 (Chapter 9) and Motorola 68000 
(Chapter 10). Hardware aspects including design of reset circuitry and a simple 
microcomputer with these microprocessors from the chip level. 
A simplified comparison of RISC vs. CISC relating to Pentium architecture which 
is comprised of both RISC and CISC (Section 7.3.5). Unique feature of the Power- 
PC (Section 1 1.7.4). 
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1 
INTRODUCTION 

TO DIGITAL SYSTEMS 
Digital systems are designed to store, process, and communicate information in digital form. 
They are found in a wide range of applications, including process control, communication 
systems, digital instruments, and consumer products. The digital computer, more commonly 
called the “computer,” is an example of a typical digital system. 

A computer manipulates information in digital, or more precisely, binary form. A 
binary number has only two discrete values - zero or one. Each of these discrete values 
is represented by the OFF and ON status of an electronic switch called a “transistor.” All 
computers, therefore, only understand binary numbers. Any decimal number (base 10, 
with ten digits from 0 to 9) can be represented by a binary number (base 2, with digits 0 
and 1). 

The basic blocks of a computer are the central processing unit (CPU), the memory, 
and the input/output (I/O). The CPU of the computer is basically the same as the brains of 
a human being. Computer memory is conceptually similar to human memory. A question 
asked to a human being is analogous to entering a program into the computer using an 
input device such as the keyboard, and answering the question by the human is similar 
in concept to outputting the result required by the program to a computer output device 
such as the printer. The main difference is that human beings can think independently, 
whereas computers can only answer questions that they are programmed for. Computer 
hardware refers to components of a computer such as memory, CPU, transistors, nuts, 
bolts, and so on. Programs can perform a specific task such as addition if the computer has 
an electronic circuit capable of adding two numbers. Programmers cannot change these 
electronic circuits but can perform tasks on them using instructions. 

Computer software, on the other hand, consists of a collection of programs. 
Programs contain instructions and data for performing a specific task. These programs, 
written using any programming language such as C++, must be translated into binary 
prior to execution by the computer. This is because the computer only understands binary 
numbers. Therefore, a translator for converting such a program into binary is necessary. 
Hence, a translator program called the compiler is used for translating programs written 
in a programming language such as C++ into binary. These programs in binary form are 
then stored in the computer memory for execution because computers only understand 1’s 
and 0’s. Furthermore, computers can only add. This means that all operations such as 
subtraction, multiplication, and division are performed by addition. 

Due to advances in semiconductor technology, it is possible to fabricate the 
CPU in a single chip. The result is the microprocessor. Both Metal Oxide Semiconductor 
(MOS) and Bipolar technologies were used in the fabrication process. The CPU can 
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be placed on a single chip when MOS technology is used. However, several chips are 
required with the bipolar technology. HCMOS (High Speed Complementary MOS) or 
BICMOS (Combination of Bipolar and HCMOS) technology (to be discussed later in 
this chapter) is normally used these days to fabricate the microprocessor in a single chip. 
Along with the microprocessor chip, appropriate memory and I/O chips can be used to 
design a microcomputer. The pins on each one of these chips can be connected to the 
proper lines on the system bus, which consists of address, data, and control lines. In the 
past, some manufacturers have designed a complete microcomputer on a single chip with 
limited capabilities. Single-chip microcomputers were used in a wide range of industrial 
and home applications. 

“Microcontrollers” evolved from single-chip microcomputers. The micro- 
controllers are typically used for dedicated applications such as automotive systems, home 
appliances, and home entertainment systems. Typical microcontrollers, therefore, include 
a microcomputer, timers, and A/D (analog to digital) and D/A (digital to analog) converters 
- all in a single chip. Examples of typical microcontrollers are Intel 8751 (8-bit) / 8096 
(16-bit) and Motorola HC11 (8-bit) / HC16 (16-bit). 

In this chapter, we first define some basic terms associated with the computers. 
We then describe briefly the evolution of the computers and the microprocessors. Finally, 
a typical practical application,, and technological forecasts are included. 

1.1 ExDlanation of Terms 

Before we go on, it is necessary to understand some basic terms. . A bit is the abbreviation for the term binary digit. A binary digit can have only two 
values, which are represented by the symbols 0 and 1, whereas a decimal digit can 
have 10 values, represented by the symbols 0 through 9. The bit values are easily 
implemented in electronic and magnetic media by two-state devices whose states 
portray either of the binary digits, 0 or 1. Examples of such two-state devices are a 
transistor that is conducting or not conducting, a capacitor that is charged or discharged, 
and a magnetic material that is magnetized North-to-South or South-to-North. 
The bit size of a computer refers to the number of bits that can be processed 
simultaneously by the basic arithmetic circuits of the computer. A number of bits 
taken as a group in this manner is called a word. For example, a 32-bit computer can 
process a 32-bit word. An 8-bit word is referred to as a byte, and a 4-bit word is known 
as a nibble. 
An arithmetic logic unit (ALU) is a digital circuit which performs arithmetic and logic 
operations on two n-bit digital words. The value of n can be 4, 8, 16, 32, or 64. 
Typical operations performed by the ALU are addition, subtraction, ANDing, ORing, 
and comparison of two n-bit digital words. The size of the ALU defines the size of the 
computer. For example, a 32-bit computer contains a 32-bit ALU. 
A microprocessor is the CPU of a microcomputer contained in a single chip and 
must be interfaced with peripheral support chips in order to function. In general, the 
CPU contains several registers (memory elements), the ALU, and the control unit. 
Note that the control unit translates instructions and performs the desired task. The 
number of peripheral devices depends upon the particular application involved and 
even varies within one application. As the microprocessor industry matures, more of 
these functions are being integrated onto chips in order to reduce the system package 
count. In general, a microcomputer typically consists of a microprocessor (CPU) chip, 
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input and output chips, and memory chips in which programs (instructions and data) 
are stored. Note that a microcontroller, on the other hand, is implemented in a single 
chip containing typically a CPU, memory, VO, timer, A/D and D/A converter circuits. 
Throughout this book the terms “computer” and “CPU” will be used interchangeably 
with “Microcomputer” and “Microprocessor” respectively. 
An address is a pattern of 0’s and 1’s that represents a specific location of memory 
or a particular I/O device. Typical 8-bit microprocessors have 16 address lines, and, 
these 16 lines can produce 216 unique 16-bit patterns from 0000000000000000 to 
1 11 11 11 11 1 11 11 11, representing 65,536 different address combinations. 
Read-only memory (ROW is a storage medium for the groups of bits called words, 
and its contents cannot normally be altered once programmed. A typical ROM is 
fabricated on a chip and can store, for example, 2048 eight-bit words, which can be 
individually accessed by presenting one of 2048 addresses to it. This ROM is referred 
to as a 2K by 8-bit ROM. 101 101 11 is an example of an 8-bit word that might be 
stored in one location in this memory. A ROM is also a nonvolatile storage device, 
which means that its contents are retained in the event of power failure to the ROM 
chip. Because of this characteristic, ROMs are used to store programs (instructions 
and data) that must always be available to the microprocessor. 
Random access memory (RAM) is also a storage medium for groups of bits or words 
whose contents can not only be read but also altered at specific addresses. Furthermore, 
a RAM normally provides volatile storage, which means that its contents are lost in 
the event of a power failure. RAMs are fabricated on chips and have typical densities 
of 4096 bits to one megabit per chip. These bits can be organized in many ways, for 
example, as 4096-by-1-bit words, or as 2048-by-8-bit words. RAMs are normally used 
for the storage of temporary data and intermediate results as well as programs that can 
be reloaded from a back-up nonvolatile source. RAMs are capable of providing large 
storage capacity in the range of Megabits. 
A register can be considered as volatile storage for a number of bits. These bits may 
be entered into the register simultaneously (in parallel), or sequentially (serially) from 
right to left or from left to right, 1 bit at a time. An 8-bit register storing the bits 
1 1 110000 is represented as follows: 

The term bus refers to a number of conductors (wires) organized to provide a means of 
communication among different elements in a microcomputer system. The conductors 
in the bus can be grouped in terms of their functions. A microprocessor normally has 
an address bus, a data bus, and a control bus. The address bits to memory or to an 
external device are sent out on the address bus. Instructions from memory, and data 
to/from memory or external devices normally travel on the data bus. Control signals 
for the other buses and among system elements are transmitted on the control bus. 
Buses are sometimes bidirectional; that is, information can be transmitted in either 
direction on the bus, but normally only in one direction at a time. 
The instruction set of a microprocessor is the list of commands that the microprocessor 
is designed to execute. Typical instructions are ADD, SUBTRACT, and STORE. 
Individual instructions are coded as unique bit patterns, which are recognized and 
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executed by the microprocessor. If a microprocessor has 3 bits allocated to the 
representation of instructions, then the microprocessor will recognize a maximum of 
23 or eight different instructions. The microprocessor will then have a maximum of 
eight instructions in its instruction set. It is obvious that some instructions will be more 
suitable to a particular application than others. For example, ifa microprocessor is to be 
used in a calculating mode, instructions such as ADD, SUBTRACT, MULTIPLY, and 
DIVIDE would be desirable. In a control application, instructions inputting digitized 
signals into the processor and outputting digital control variables to external circuits 
are essential. The number of instructions necessary in an application will directly 
influence the amount of hardware in the chip set and the number and organization of 
the interconnecting bus lines. 
A microcomputer requires synchronization among its components, and this is provided 
by the clock or timing circuits. A clock is analogous to the heart beats o f  a human 
body. 
The chip is an integrated circuit (IC) package containing digital circuits. 
The term gate refers to digital circuits which perform logic operations such as AND,OR, 
and NOT. In an AND operation, the output of the AND gate is one if all inputs are 
one; the output is zero if one or more inputs are zero. The OR gate, on the other hand, 
provides a zero output if all inputs are zero; the output is one if one or more inputs are 
one. Finally, a NOT gate (also called an inverter) has one input and one output. The 
NOT gate produces one if the input is zero; the output is zero if the input is one. 
Transistors are basically electronic switching devices. There are two types oftransistors. 
These are bipolar junction transistors (BJTs) and metal-oxide semiconductor (MOS) 
transistors. The operation of the BJT depends on the flow of two types of carriers: 
electrons (n-channel) and holes (p-channel), whereas the MOS transistor is unipolar 
and its operation depends on the flow of only one type of carrier, either electrons (n- 
channel) or holes (p-channel). 
The speed power product (SPP) is a measure of performance of a logic gate. It is 
expressed in picojoules (pJ). SPP is obtained by multiplying the speed (in ns) by the 
power dissipation (in mW) of a gate. 

1.2 Design Levels 

Three design levels can be defined for digital systems: systems level, logic level, and 
device level. 

Systems level is the type of design in which CPU, memory, and I/O chips are interfaced 
to build a computer. 
Logic level, on the other hand, is the design technique in which chips containing logic 
gates such as AND, OR, and NOT are used to design a digital component such as the 
ALU. 
Finally, device level utilizes transistors to design logic gates. 

1.3 Combinational vs. Seauential Svstems 

Digital systems at the logic level can be classified into two types. These are combinational 
and sequential. 

Combinational systems contain no memory whereas sequential systems require 
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memory to remember the present state in order to go to the next state. A binary adder 
capable of providing the sum upon application of the numbers to be added is an example of 
a combinational system. For example, consider a 4-bit adder. The inputs to this adder will 
be two 4-bit numbers; the output will be the 4-bit sum. In this case, the adder will generate 
the 4-bit sum output upon application of the two 4-bit inputs. 

Sequential systems, on the other hand, require memory. The counter is an example 
of a sequential system. For instance, suppose that the counter is required to count in the 
sequence 0, 1,2 and then repeat the sequence. In this case, the counter must have memory 
to remember the present count in order to go to the next. The counter must remember that 
it is at count 0 in order to go to the next count, 1. In order to count to 2, the counter must 
remember that it is counting 1 at the present state. In order to repeat the sequence, the 
counter must count back to 0 based on the present count, 2, and the process continues. A 
chip containing sequential circuit such as the counter will have a clock input pin. 

In general, all computers contain both combinational and sequential circuits. 
However, most computers are regarded as clocked sequential systems. In these computers, 
almost all activities pertaining to instruction execution are synchronized with clocks. 

1.4 Dipital Integrated Circuits 

The transistor can be considered as an electronic switch. The on and off states of a 
transistor are used to represent binary digits. Transistors, therefore, play an important 
role in the design of digital systems. This section describes the basic characteristics of 
digital devices and logic families. These include diodes, transistors, and a summary of 
digital logic families. These topics are covered from a very basic point of view. This will 
allow the readers with some background in digital devices to see how they are utilized in 
designing digital systems. 

1.4.1 Diodes 
A diode is an electronic switch. It is a two-terminal device. Figure 1.1 shows the symbolic 
representation. 

The positive terminal (made with the p-type semiconductor material) is called 
the anode; the negative terminal (made with the n-type semiconductor material) is called 

I 
d 
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FIGURE 1.1 

FIGURE 1.2 

Symbolic representations of a diode 
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Symbolic representations of a npn transistor 
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a cathode. When a voltage, V = 0.6 volt is applied across the anode and the cathode, the 
switch closes and a current I flows from anode to the cathode. 

1.4.2 Transistors 
A bipolar junction transistor (BJT) or commonly called the transistor is also an electronic 
switch like the diode. Both electrons (n-channel) and holes (p-channel) are used for camer 
flow; hence, the name “bipolar” is used. The BJT is used in transistor logic circuits that 
have several advantages over diode logic circuits. First of all, the transistor acts as a 
logic device called an inverter. Note that an inverter provides a LOW output for a HIGH 
input and a HIGH output for a LOW input. Secondly, the transistor is a current amplifier 
(buffer). Transistors can, therefore, be used to amplify these currents to control external 
devices such as a light emitting diode (LED) requiring high currents. Finally, transistor 
logic gates operate faster than diode gates. 

There are two types of transistors, namely npn andpnp. The classification depends 
on the fabrication process. npn transistors are widely used in digital circuits. 

Figure 1.2 shows the symbolic representation of an npn transistor. The transistor 
is a three-terminal device. These are base, emitter, and collector. The transistor is a 
current-controlled switch, which means that adequate current at the base will close the 
switch allowing a current to flow from the collector to the emitter. This current direction 
is identified on the npn transistor symbol in Figure 1.2(a) by a dawnward arrow on the 
emitter. Note that a base resistance is normally required to generate the base current. 

The transistor has three modes ofoperation: cutoff, saturation, and active. In digital 
circuits, a transistor is used as a switch, which is either ON (closed) or OFF (open). When 
no base current flows, the emitter-collector switch is open and the transistor operates in 
the cutoff (OFF) mode. On the other hand, when a base current flows such that the voltage 
across the base and the emitter is at least 0.6 V, the switch closes. If the base current is 
hrther increased, there will be a situation in which VcE (voltage across the collector and the 
emitter) attains a constant value of approximately 0.2 V. This is called the saturation (ON) 
mode of the transistor. The “active” mode is between the cutoff and saturation modes. In 
this mode, the base current (I,) is amplified so that the collector current, Zc = p Z,, where /3 
is called the gain, and is in the range of 10 to 100 for typical transistors. Note that when 
the transistor reaches saturation, increasing Z, does not drop VcE below VCE(Sa,.) of 0.2 V. 
On the other hand, VcE varies from 0.8 V to 5 V in the active mode. Therefore, the cutoff 
(OFF) and saturation (ON) modes of the transistor are used in designing digital circuits. 
The active mode of the transistor in which the transistor acts as a current amplifier (also 
called buffer) is used in digital output circuits. 

“OUT 

{I . 
“IN dc 

nhr 
FIGURE 1.3 An inverter 
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TABLE 1.1 Current and Voltage Requirements of LEDs 

I =40OnA 

7 

xz LED (Red) 

Current 10 mA 10 mA 20 mA 

Voltage 1.7 V 2.2v 2.4V 

Operation of the Transistor as an Inverter 
Figure 1.3 shows how to use the transistor as an inverter. When V, = 0, the 

transistor is in cutoff (OFF), and the collector-emitter switch is open. This means that no 
current flows from +Vcc to ground. V,, is equal to +Vcc Thus, VouT is high. 

On the other hand, when VIN is HIGH, the emitter-collector switch is closed. A 
current flows from +Vcc to ground. The transistor operates in saturation, and V,,,, = V,, 

Therefore, for VIN = LOW, Vour= HIGH, and for V,N = HIGH, V,,, = LOW. 

Hence, the npn transistor in Figure 1.3 acts as an inverter. 
Note that V,, is typically +5 V DC. The input voltage levels are normally in the 

range of 0 to 0.8 volts for LOW and 2 volts to 5 volts for HIGH. The output voltage levels, 
on the other hand, are normally 0.2 volts for LOW and 3.6 volts for HIGH. 

= 0.2 V - 0. Thus, V,,, is basically connected to ground. 

Light Emitting Diodes (LEDs) and Seven Segment Displays 
LEDs are extensively used as outputs in digital systems as status indicators. An LED is 
typically driven by low voltage and low current. This makes the LED a very attractive 
device for use with digital systems. Table 1.1 provides the current and voltage requirements 
of red, yellow, and green LEDs. 

Basically, an LED will be ON, generating light, when its cathode is sufficiently 
negative with respect to its anode. A digital system such as a microcomputer can therefore 

f" 

FIGURE 1.4 

FIGURE 1.5 

Microcomputer - LED interface 
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Microcomputer - LED interface via an inverter 
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light an LED either by grounding the cathode (if the anode is tied to +5 V) or by applying 
+5 V to the anode (if the cathode is grounded) through an appropriate resistor value. A 
typical hardware interface between a microcomputer and an LED is depicted in Figure 1.4. 

A microcomputer normally outputs 400 pA at a minimum voltage, V, = 2.4 volts 
for a HIGH. The red LED requires 10 mA at 1.7 volts. A buffer such as a transistor is 
required to turn the LED ON. Since the transistor is an inverter, a HIGH input to the 
transistor will turn the LED ON. We now design the interface; that is, the values of R1, 
R2, and the gain p for the transistor will be determined. 

A HIGH at the microcomputer output will turn the transistor ON into active mode. 
This will allow a path of current to flow from the +5 V source through R, and the LED to 
the ground. The appropriate value of R, needs to be calculated to satisfy the voltage and 
current requirements of the LED. Also, suppose that V,, = 0.6 V when the transistor is in 
active mode. This means that R,  needs to be calculated with the specified values of VM = 

2.4 V and I = 400 yA. The values of R,, R,, and /3 are calculated as follows: 

Assuming VcE E 0, 
5 - 1 . 7 - v ~ ~  5 - 1 . 7  

R 2 =  l 0 m A  - 330 10 rnA - 

Therefore, the interface design is complete, and a transistor with a minimum p of 

An inverting buffer chip such as 74LS368 can be used in place of a transistor in 
25, R,  = 4.5 KQ, and R, = 330 Q are required. 

FIGURE 1.6 A seven-segment display 

R 

9 

f 

e 

d 

C 

b 

a 

Common Cathode 

+5 v 

9 

f 

e 

d 

C 

b 

a 

Common Anode 

FIGURE 1.7 Seven-segment display configurations 
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Figure 1.4. A typical interface of an LED to a microcomputer via an inverter is shown in 
Figure 1.5. Note that the transistor base resistance is inside the inverter. Therefore, R, is 
not required to be connected to the output of the microcomputer. The symbol -i>- is 
used to represent an inverter. Inverters will be discussed in more detail later. In figure 1.5, 
when the microcomputer outputs a HIGH, the transistor switch inside the inverter closes. 
A current flows from the +5 V source, through the 330-ohm resistor and the LED, into the 
ground inside the inverter. The LED is thus turned ON. 

A seven-segment display can be used to display, for example, decimal numbers 
from 0 to 9. The name “seven segment” is based on the fact that there are seven LEDs 
- one in each segment of the display. Figure 1.6 shows a typical seven-segment display. 

In Figure 1.6, each segment contains an LED. All decimal numbers from 0 to 9 
can be displayed by turning the appropriate segment “ON’ or “OFF”. For example, a zero 
can be displayed by turning the LED in segment g “OFF” and turning the other six LEDs 
in segments a throughf“0N.” There are two types of seven segment displays. These are 
common cathode and common anode. Figure 1.7 shows these display configurations. 

In a common cathode arrangement, the microcomputer can send a HIGH to light 
a segment and a LOW to turn it off. In a common anode configuration, on the other hand, 
the microcomputer sends a LOW to light a segment and a HIGH to turn it off. In both 
configurations, R = 330 ohms can be used. 

Transistor Transistor Logic (TTL) and its Variations 
The transistor transistor logic (TTL) family of chips evolved from diodes and transistors. 
This family used to be called DTL (diode transistor logic). The diodes were then replaced 
by transistors, and thus the name “TTL” evolved. The power supply voltage ( Vcc) for TTL 
is +5 V. The two logic levels are approximately 0 and 3.5 V. 

There are several variations of the TTL family. These are based on the saturation 
mode (saturated logic) and active mode (nonsaturated logic) operations of the transistor. 
In the saturation mode, the transistor takes some time to come out of the saturation to 
switch to the cutoff mode. On the other hand, some TTL families define the logic levels 
in the active mode operation of the transistor and are called nonsaturated logic. Since 
the transistors do not go into saturation, these families do not have any saturation delay 
time for the switching operation. Therefore, the nonsaturated logic family is faster than 
saturated logic. 

The saturated TTL family includes standard TTL (TTL), high-speed TTL (H- 
TTL), and low-power TTL (L-TTL). The nonsaturated TTL family includes Schottky TTL 
(S-TTL), low-power Schottky TTL (LS-TTL), advanced Schottky TTL (AS-TTL), and 
advanced low-power Schottky TTL (ALS-TTL). The development of LS-TTL made TTL, 
H-TTL, and L-TTL obsolete. Another technology, called emitter-coupled logic (ECL), 
utilizes nonsaturated logic. The ECL family provides the highest speed. ECL is used in 
digital systems requiring ultrahigh speed, such as supercomputers. 

The important parameters of the digital logic families are fan-out, power 
dissipation, propagation delay, and noise margin. 

Fan-out is defined as the maximum number of inputs that can be connected to the 
output of a gate. It is expressed as a number. The output of a gate is normally connected 
to the inputs of other similar gates. Typical fan-out for TTL is 10. On the other hand, fan- 
outs for S-TTL, LS-TTL, and ECL, are 10, 20, and 25, respectively. 

Power dissipation is the power (milliwatts) required to operate the gate. This 
power must be supplied by the power supply and is consumed by the gate. Typical power 
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FIGURE 1.8 Two open-collector outputs A and B tied together 

+- output 

FIGURE 1.9 TTL Totem-pole output 

consumed by TTL is 10 mW. On the other hand, S-TTL, LS-TTL, and ECL absorb 22 
mW, 2 mW, and 25 mW respectively. 

Propagation delay is the time required for a signal to travel from input to output 
when the binary output changes its value. Typical propagation delay for TTL is 10 
nanoseconds (ns). On the other hand, S-TTL, LS-TTL, and ECL have propagation delays 
of 3 ns, 10 ns, and 2 ns, respectively. 

Noise margin is defined as the maximum voltage due to noise that can be added 
to the input of a digital circuit without causing any undesirable change in the circuit output. 
Typical noise margin for TTL is 0.4 V. Noise margins for S-TTL, LS-TTL, and ECL are 
0.4 V, 0.4 V, and 0.2 V , respectively. 

TTL Outputs 
There are three types of output configurations for TTL. These are open-collector output, 
totem-pole output, and tristate (three-state) output. 

The open-collector output means that the TTL output is a transistor with nothing 
connected to the collector. The collector voltage provides the output of the gate. For the 
open-collector output to work properly, a resistor (called the pullup resistor), with a value 
of typically 1 Kohm, should be connected between the open collector output and a +5 V 
power supply. 

If the outputs of several open-collector gates are tied together with an external 


