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During the last few years there have been significant developments in the control of highly uncertain, nonlinear dynamical systems. For systems with parametric uncertainty, adaptive nonlinear control has evolved as a powerful methodology leading to global stability and tracking results for a class of nonlinear systems. Advances in geometric nonlinear control theory, in conjunction with the development and refinement of new techniques, such as the backstepping procedure and tuning functions, have brought about the design of control systems with proven stability properties. In addition, there has been a lot of research activity on robust nonlinear control design methods, such as sliding mode control, Lyapunov redesign method, nonlinear damping, and adaptive bounding control. These techniques are based on the assumption that the uncertainty in the nonlinear functions is within some known, or partially known, bounding functions.

In parallel with developments in adaptive nonlinear control, there has been a tremendous amount of activity in neural control and adaptive fuzzy approaches. In these studies, neural networks or fuzzy approximators are used to approximate unknown nonlinearities. The input/output response of the approximator is modified by adjusting the values of certain parameters, usually referred to as weights. From a mathematical control perspective, neural networks and fuzzy approximators represent just two classes of function approximators. Polynomials, splines, radial basis functions, and wavelets are examples of other function approximators that can be used—and have been used—in a similar setting. We refer to such approximation models with adaptivity features as adaptive approximators, and control methodologies that are based on them as adaptive approximation based control.

Adaptive approximation based control encompasses a variety of methods that appear in the literature: intelligent control, neural control, adaptive fuzzy control, memory-based control, knowledge-based control, adaptive nonlinear control, and adaptive linear control.
Researchers in these fields have diverse backgrounds: mathematicians, engineers, and computer scientists. Therefore, the perspective of the various papers in this area is also varied. However, the objective of the various practitioners is typically similar: to design a controller that can be guaranteed to be stable and achieve a high level of control performance for systems that contain poorly modeled nonlinear effects, or the dynamics of the system change during operation (for example, due to system faults). This objective is achieved by adaptively developing an approximating function to compensate the nonlinear effects during the operation of the system.

Many of the original papers on neural or adaptive fuzzy control were motivated by such concepts as ease of use, universal approximation, and fault tolerance. Often, ease of use meant that researchers without a control or systems background could experiment with and often succeed at controlling certain dynamics systems, at least in simulation. The rise of interest in the neural and adaptive fuzzy control approaches occurred at a time when desktop computers and dynamic simulation tools were becoming sufficiently cheap at reasonable levels of performance to support such research on a wide basis.

However, prior to application on systems of high economic value, the control system designer must carefully consider any new approach within a sound analytical framework that allows rigorous analysis of conditions for stability and robustness. This approach opens a variety of questions that have been of interest to various researchers: What properties should the function approximator have? Are certain families of approximators superior to others? How should the parameters of the approximator be estimated? What can be guaranteed about the properties of the signals within the control system? Can the stability of the approximator parameters be guaranteed? Can the convergence of the approximator parameters be guaranteed? Can such control systems be designed to be robust to noise, disturbances, and unmodeled effects. Can this approach handle significant changes in the dynamics due to, for example, a system failure. What types of nonlinear dynamic systems are amenable to the approach? What are the limitations? The objective of this textbook is to provide readers with a framework for rigorously considering such questions.

Adaptive approximation based control can be viewed as one of the available tools that a control designer should have in her/his control toolbox. Therefore, it is desirable for the reader not only to be able to apply, for example, neural network techniques to a certain class of systems, but more importantly to gain enough intuition and understanding about adaptive approximation so that she/he knows when it is a useful tool to be used and how to make necessary modifications or how to combine it with other control tools, so that it can be applied to a system that has not be encountered before.

The book has been written at the level of a first-year graduate student in any engineering field that includes an introduction to basic dynamic systems concepts such as state variables and Laplace transforms. We hope that this book has appeal to a wide audience. For use as a graduate text, we have included exercises, examples, and simulations. Sufficient detail is included in examples and exercises to allow students to replicate and extend results. Simulation implementation of the methods developed herein is a virtually necessary component of understanding implications of the approach. The book extensively uses ideas from stability theory. The advantage of this approach is that the adaptive law is derived based on the Lyapunov synthesis method and therefore the stability properties of the closed-loop system are more readily determined. Therefore, an appendix has been included as an aid to readers who are not familiar with the ideas of Lyapunov stability analysis. For theoretically oriented readers, the book includes complete stability analysis of the methods that are presented.
Organization. To understand and effectively implement adaptive approximation based control systems that have guaranteed stability properties, the designer must become familiar with concepts of dynamic systems, stability theory, function approximation, parameter estimation, nonlinear control methods, and the mechanisms to apply these various tools in a unified methodology.

Chapter 1 introduces the idea of adaptive approximation for addressing unknown nonlinear effects. This chapter includes a simple example comparing various control approaches and concludes with a discussion of components of an adaptive approximation based control system with pointers to the locations in the text where each topic is discussed.

Function approximation and data interpolation have long histories and are important fields in their own right. Many of the concepts and results from these fields are important relative to adaptive approximation based control. Chapter 2 discuss various properties of function approximators as they relate to adaptive function approximation for control purposes. Chapter 3 presents various function approximation structures that have been considered for implementation of adaptive approximation based controllers. All of the approximators of this chapter are presented using a single unifying notation. The presentation includes a comparative discussion of the approximators relative to the properties presented in Chapter 2.

Chapter 4 focuses on issues related to parameter estimation. First we study the formulation of parametric models for the approximation problem. Then we present the design of online learning schemes; and finally, we derive parameter estimation algorithms with certain stability and robustness properties. The parameter estimation problem is formulated in a continuous-time framework. The chapter includes a discussion of robust parameter estimation algorithms, which will prove to be critical to the design of stable adaptive approximation based control systems.

Chapter 5 reviews various nonlinear control system design methodologies. The objective of this chapter is to introduce the methods, analysis tools, and key issues of nonlinear control design. The chapter begins with a discussion of small-signal linearization and gain scheduling. Then we focus on feedback linearization and backstepping, which are two of the key design methods for nonlinear control design. The chapter presents a set of robust nonlinear control design techniques. These methods include bounding control, sliding mode control, Lyapunov redesign method, nonlinear damping, and adaptive bounding. Finally, we briefly study the adaptive nonlinear control methodology. For each approach we present the basic method, discuss necessary theoretical ideas related to each approach, and discuss the effect (and accommodation) of modeling error.

Chapters 6 and 7 bring together the ideas of Chapters 1-5 to design and analyze control systems using adaptive approximation to compensate for poorly modeled nonlinear effects. Chapter 6 considers scalar dynamic systems. The intent of this chapter is to allow a detailed discussion of important issues without the complications of working with higher numbers of state variables. The ideas, intuition, and methods developed in Chapter 6 are important to successful applications to higher order systems. Chapter 7 will augment feedback linearization and backstepping with adaptive approximation capabilities to achieve high-performance tracking for systems with significant unmodeled nonlinearities. The presentation of each approach includes a rigorous Lyapunov analysis.

Chapter 8 presents detailed design and analysis of adaptive approximation based controllers applied to fixed-wing aircraft. We study two control situations. First, an angular rate controller is designed and analyzed. This controller is applicable in piloted aircraft applications where the stick motion of the pilot is processed into body-frame angular rate commands. Then we develop a full vehicle controller suitable for uninhabited air vehicles
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(UAVs). The control design is based on the approximation based backstepping methodology.
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CHAPTER I

INTRODUCTION

This book presents adaptive function estimation and feedback control methodologies that develop and use approximations to portions of the nonlinear functions describing the system dynamics while the system is in online operation. Such methodologies have been proposed and analyzed under a variety of titles: neural control, adaptive fuzzy control, learning control, and approximation-based control. A primary objective of this text is to present the methods systematically in a unifying framework that will facilitate discussion of underlying properties and comparison of alternative techniques.

This introductory chapter discusses some fundamental issues such as: (i) motivations for using adaptive approximation-based control; (ii) when adaptive approximation-based control methods are appropriate; (iii) how the problem can be formulated; and (iv) what design decisions are required. These issues are illustrated through the use of a simple simulation example.

1.1 SYSTEMS AND CONTROL TERMINOLOGY

Researchers interested in this area come from a diverse set of backgrounds other than control; therefore, we start with a brief review of terminology standard to the field of control systems, as depicted in Figure 1.1. The plant is the system to be controlled. The plant will by modeled herein by a typically nonlinear set of ordinary differential equations. The plant model is assumed to include the actuator and sensor models. The control system is designed to achieve certain control objectives. As indicated in Figure 1.1, the inputs to the control system include the reference input $y_c(t)$ (which is possibly passed through
a prefilter to yield a smoother function \( y_d(t) \) and its first \( r \) time derivatives \( y_d^{(i)}(t) \) for \( i = 1, \ldots, r \) and a set of measurable plant outputs \( y(t) \). The control system processes its inputs to produce the control system output \( u(t) \) that is applied to the plant actuators to affect the desired change in the plant output. The control system output \( u(t) \) is sometimes referred to as control signal or plant input. Figure 1.1 depicts as a block diagram a standard closed-loop control system configuration.

The control system determines the stability of the closed-loop system and the response to disturbances \( d(t) \) and initial condition errors. A disturbance is any unmodeled physical effect on the plant state, usually caused by the environment. A disturbance is distinct from measurement noise. The former directly and physically affects the system to be controlled. The latter affects the measurement of the physical quantity without directly affecting the physical quantity. The physical quantity may be indirectly affected by the noise through the feedback control process.

Control design typically distinguishes regulation from tracking objectives. Regulation is concerned with designing a control system to achieve convergence of the system state, with a desirable transient response, from any initial condition within a desired domain of attraction, to a single operating point. In this case, the signal \( y_c(t) \) is constant. Tracking is concerned with the design of a control system to cause the system output \( y(t) \) to converge to and accurately follow the signal \( y_d(t) \). Although the input signal \( y_c(t) \) to a tracking controller could be a constant, it typically is time-varying in a manner that is not known at the time that the control system is designed. Therefore, the designer of a tracking controller must anticipate that the plant state may vary significantly on a persistent basis. It is reasonable to expect that the designer of the open-loop physical system and the designer of the feedback control system will agree on an allowable range of variation of the state of the system. Herein, we will denote this operating envelope by \( D \). The designer of the physical system ensures safe operation when the state of the system is in \( D \). The designer of the controller must ensure that the state the system remains in \( D \). Implicitly it is assumed that the state required to track \( y_d \) lies entirely in \( D \).

To illustrate the control terminology let us consider the example of a simple cruise control system for automobiles. In this case, the control objective is to make the vehicle follow a desired speed profile \( y_c(t) \), which is set by the driver. The measured output \( y(t) \) is the sensed vehicle speed and the control system output \( u(t) \) is the throttle angle and/or fuel injection rate. The disturbance \( d(t) \) may arise due to the wind or road incline. In addition to disturbances, which are external factors influencing the state, there may also be modeling errors. In the cruise control example, the plant model describes the effect of changing the throttle angle on the actual vehicle speed. Hence, modeling errors may arise from simplifications or inaccuracies in characterizing the effect of changing the throttle angle on the vehicle speed. Modeling errors (especially nonlinearities), whether they arise due
to inaccuracies or intentional model simplifications, constitute one of the key motivations for employing adaptive approximation-based control, and thus are crucial to the techniques developed in this book.

In general, the objectives of a control system design are:

1. to stabilize the closed-loop system;
2. to achieve satisfactory reference input tracking in transient and at steady state;
3. to reduce the effect of disturbances;
4. to achieve the above in spite of modeling error;
5. to achieve the above in spite of noise introduced by sensors required to implement the feedback mechanism.

Introductory textbooks in control systems provide linear-based design and analysis techniques for achieving the above objectives and discuss some basic robustness and implementation issues [61, 66, 86, 140]. The theoretical foundations of linear systems analysis and design are presented in more advanced textbooks (see, for example, [10, 19, 39, 130]), where issues such as controllability, observability, and model reduction are examined.

1.2 NONLINEAR SYSTEMS

Most dynamic systems encountered in practice are inherently nonlinear. The control system design process builds on the concept of a model. Linear control design methods can sometimes be applied to nonlinear systems over limited operating regions (i.e., $\mathcal{D}$ is sufficiently small), through the process of small-signal linearization. However, the desired level of performance or tracking problems with a sufficiently large operating region $\mathcal{D}$ may require in which the nonlinearities be directly addressed in the control system design. Depending on the type of nonlinearity and the manner that the nonlinearity affects the system, various nonlinear control design methods are available [121, 134, 159, 234, 249, 279]. Some of these methods are reviewed in Chapter 5.

Nonlinearity and model accuracy directly affect the achievable control system performance. Nonlinearity can impose hard constraints on achievable performance. The challenge of addressing nonlinearities during the control design process is further complicated when the description of the nonlinearities involves significant uncertainty. When portions of the plant model are unknown or inaccurately defined, or they change during operation, the control performance may need to be severely limited to ensure safe operation. Therefore there is often an interest to improve the model accuracy. Especially in tracking applications this will typically necessitate the use of nonlinear models. The focus of this text is on adaptively improving models of nonlinear effects during online operation.

In such applications the level of achievable performance may be enhanced by using adaptive function approximation techniques to increase the accuracy of the model of the nonlinearities. Such adaptive approximation-based control methods include the popular areas of adaptive fuzzy and neural control. This chapter introduces various issues related to adaptive approximation-based control. This introductory discussion will direct the reader to the appropriate sections of the text where more detailed discussion of each issue can be found.
1.3 FEEDBACK CONTROL APPROACHES

To introduce the concept of adaptive approximation-based control, consider the following example, where the objective is to control the dynamic system

\[ \dot{y}(t) = f(y(t)) + g(y(t))u(t) \quad (1.1) \]

in a manner such that \( y(t) \) accurately tracks an externally generated reference input signal \( y_d(t) \). Therefore, the control objective is achieved if the tracking error \( \dot{y}(t) = y(t) - y_d(t) \) is forced to zero. The performance specification is for the closed-loop system to have a rate of convergence corresponding to a linear system with a dominant time constant \( \tau \) of about 5.0 s. With this time constant, tracking errors due to disturbances or initial conditions should decay to zero in approximately \( 15 \) s (\( \approx 3\tau \)). The system is expected to normally operate within \( y \in [20, 60] \), but may safely operate on the region \( D = \{ y \in [0, 100] \} \). Of course, all signals in the controller and plant must remain bounded during operation.

However, the plant model is not completely accurate. The best model available to the control system designer is given by

\[ \dot{y} = f_o(y) + g_o(y)u, \quad (1.2) \]

where \( f_o(y) = -y \) and \( g_o(y) = 1.0 + 0.3y \). The actual system dynamics are not known or available to the designer. For implementation of the following simulation results, the actual dynamics will be

\[ f(y) = -1 - 0.01y^2 \]
\[ g(y) = \frac{40(y + 1)}{40 + y}. \]

Therefore, there exists significant error between the design model and the actual dynamics over the desired domain of operation.

This section will consider four alternative control system design approaches. The example will allow a concrete, comparative discussion, but none of the designs have been optimized. The objective is to highlight the similarities, distinctions, complexity, and complicating factors of each approach. The details of each design have been removed from this discussion so as not to distract from the main focus. The details are included in the problem section of this chapter to allow further exploration. These methodologies and various others will be analyzed in substantially greater detail throughout the remainder of the book.

1.3.1 Linear Design

Given the design model and performance specification, the objective in this subsection is to design a linear controller for the system

\[ \dot{y}(t) = h(y(t), u(t)) = -y(t) + (1.0 + 0.3y(t))u(t) \quad (1.3) \]

so that the linearized closed-loop system is stable (stability concepts are reviewed in Appendix A) and has the desired tracking error convergence rate. This controller is designed based on the idea of small-signal linearization and is approximate, even relative to the model. Section 1.3.3 will consider feedback linearization, which is a nonlinear design approach that exactly linearizes the model using the feedback control signal.
For the scalar system \( \dot{y} = h(y, u) \), an operating point is a pair of real numbers \((y^*, u^*)\) such that \( h(y^*, u^*) = 0 \). If \( y = y^* \) and \( u = u^* \), then \( \dot{y} = 0 \). In a more general setting, the designer may need to linearize around a time-varying nominal trajectory \((y^*(t), u^*(t))\). Note that operating points may be stable or unstable (see the discussion in Appendix A). An operating point analysis only indicates the values of \( y \) at which it is possible, by appropriate choice of \( u \), for the system to be in steady state. For our example, the set of operating points is defined by \((y^*, u^*)\) such that

\[
u^* = \frac{y^*}{1 + 0.3y^*}.
\]

Therefore, the design model indicates that the system can operate at any \( y \in \mathcal{D} \).

The operating point analysis does not indicate how \( u(t) \) should be selected to get convergence to any particular operating point. Convergence to a desired operating point is an objective for the control system design. In a linear control design, the best available model is linearized around an operating point and a linear controller is designed for that linearized model. If we choose the operating point \((y^*, u^*) = (40, \frac{40}{13})\) as the design point, then the linearized dynamics are (see Exercise 1.1)

\[
\delta \dot{y} = -\frac{1}{13} \delta y + 13 \delta u,
\]

where \( \delta y = y - 40 \) and \( \delta u = u - \frac{40}{13} \). The linear controller

\[
U(s) = \frac{40}{13} - \frac{0.2(s + \frac{1}{13})}{13s}
\]

used with the design model results in a stable system that achieves the specification at \( y^* = 40 \). In the above, \( s \) is the Laplace variable, \( U(s) \) denotes the Laplace transform of \( u(t) \), \( \bar{y}(t) = y(t) - y_d(t) \), and \( y_d(t) \) is the reference input. Of course, \( \mathcal{D} \) is large enough that a linear controller designed to achieve the specification at one operating point will probably not achieve the specification at all operating points in \( \mathcal{D} \) or for \( y_d(t) \) varying with time over the region \( \mathcal{D} \).

Figure 1.2 shows the performance using the linear controller of eqn. (1.4) for a series of amplitude step inputs changing between \( y_d = 20 \) and \( y_d = 60 \). Note that the response exhibits two different convergence rates indicated by \( \tau_1 \) and \( \tau_2 \). One is significantly slower than the desired 5 s. Therefore, the linear controller does not operate as designed. There are two reasons for this. First, there is significant error between the design model and the actual dynamics of the system. Second, an inherent assumption of linear design is that the linear controller will only be used in a reasonably small neighborhood of the operating point for which the controller was designed. The degree of reasonableness depends on the nonlinear system of interest. For these two reasons, the actual linearized dynamics at the two points \( y^* = 20 \) and \( y^* = 60 \) are distinct from the linearized dynamics of the design model at the design point \( y^* = 40 \). The design methodology to determine eqn. (1.4) relied on cancelling the pole of the linearized dynamics. With modeling error, even for a linear system, the pole is not cancelled; instead, there are two poles. One near the desired pole and one near the origin. The second pole is dominant and yields the slowly converging error dynamics.

Improved performance using linear methods could be achieved by various methods. First, additional modeling efforts could decrease the error between the actual dynamics and the design model, but may be expensive and will not solve the problem of operating far from the linearization point. Second, high gain control will decrease the sensitivity to
modeling error, but will result in a higher bandwidth closed-loop system as well as a large control effort. Third, gain scheduling methods (although not truly linear) address the issue of limiting the use of a linear controller to a region about its design point by switching between a set of linear controllers as a function of the system state. Each linear controller is designed to meet the performance specification (for the design model) on a small region of operation $D_i$. The regions $D_i$ are defined such that they cover the region of operation $D$ (i.e., $D \subseteq \bigcup_{i=1}^{N} D_i$). Gain scheduling a set of linear controllers does not address the issue of error between the actual system and the design model.

1.3.2 Adaptive Linear Design

Through linearization, the dynamics near a fixed operating point $(y^*, u^*)$ are approximated by

$$\dot{y}(t) = a^* + b^* y(t) + c^* u(t),$$

(1.5)

where $a^*$, $b^*$, and $c^*$ are parameters that depend on $(y^*, u^*)$. In one possible adaptive control approach, the control law is

$$u = \frac{1}{c} (-a - b y + \dot{y}_d + 0.2(y_d - y)), \quad (1.6)$$

where $y_d \in C^1(D)$ (i.e., the first derivative of $y_d$ exists and is continuous within the region $D$), and $a$, $b$, $c$ are parameter estimates of $a^*$, $b^*$, and $c^*$, respectively. Note that if $(a, b, c) = (a^*, b^*, c^*)$, then exact cancellation occurs and the resulting error dynamics are

$$\dot{\tilde{y}} = -0.2\tilde{y},$$
where \( \tilde{y} = y - y_d \). Therefore, the closed-loop error dynamics (with perfect modeling) achieve the performance specification. This closed-loop system has a time constant for rejecting disturbances and initial condition errors of 5.0 s, even though the feedforward term in eqn. (1.6) (i.e., \( \frac{1}{2} \tilde{y}_d \)) will allow the system to track faster changes in the commanded input.

The differentiability constraint on \( y_d(t) \) will be enforced by passing the reference input \( y_c(t) \) through the first-order low pass prefilter

\[
\frac{Y_d(s)}{Y_c(s)} = \frac{5}{s + 5},
\]

(1.7)

where \( Y_d(s) \), \( Y_c(s) \) denote the Laplace transforms of the time signals \( y_d(t) \) and \( y_c(t) \) respectively. Therefore,

\[
\dot{y}_d = -5(y_d - y_c),
\]

which has the same bounded and continuous properties as \( y_c \); whereas, the signal \( y_d \) will be bounded, continuous, and differentiable as long as \( y_c \) is bounded.

If \((a^*, b^*, c^*)\) are assumed to be unknown constant parameters, then the corresponding parameter estimates \((a, b, c)\) are derived from the following update laws

\[
\dot{a} = \gamma_1 \tilde{y},
\]

(1.8)

\[
\dot{b} = \gamma_2 \tilde{y} y,
\]

(1.9)

\[
\dot{c} = \gamma_3 \tilde{y} u,
\]

(1.10)

where \( \gamma_i > 0 \) are design constants representing the adaptive gain of each parameter estimate. For the following simulation we select \( \gamma_1 = \gamma_2 = \gamma_3 = 0.01 \). In practice, the update law for \( c(t) \) needs to be slightly modified in order to guarantee that \( c(t) \) does not approach zero, which would cause \( u(t) \) to become very large, or even infinite. The resulting error dynamic equations are

\[
\begin{align*}
\dot{\tilde{y}} &= -0.2 \tilde{y} + \bar{a} y + \bar{b} y + \bar{c} u, \quad (1.11) \\
\dot{\bar{a}} &= -\gamma_1 \tilde{y}, \quad (1.12) \\
\dot{\bar{b}} &= -\gamma_2 \tilde{y} y, \quad (1.13) \\
\dot{\bar{c}} &= -\gamma_3 \tilde{y} u, \quad (1.14)
\end{align*}
\]

where \( \bar{a} = a^* - a, \bar{b} = b^* - b, \bar{c} = c^* - c \). The adaptive control law is defined by eqns. (1.6) and (1.8–1.10). Note that this controller is not linear and that the controller implementation does not require knowledge of \( a^*, b^*, \) or \( c^* \) (other than the sign of \( c^* \)). If the above adaptive scheme is applied to the system model (1.5) (without noise, disturbances, and unmodeled states), it can be shown that the closed-loop system is stable, after some small modification to ensure that the parameter estimate \( c \) does not approach zero. It is noted that robustness issues are neglected at this point to simplify the presentation, but are addressed in Chapter 4.

Relative to (1.5), even if the tracking error \( \tilde{y}(t) \) goes to zero, the adaptive parameters \((a, b, c)\) may never converge to the "actual" parameters \((a^*, b^*, c^*)\). Convergence (or not) of the parameter estimation error to zero depends on the nature of the signal \( y_d(t) \). From eqn. (1.11), if \( \bar{a} + \bar{b} y + \bar{c} u = 0 \), then \( \tilde{y} \) will approach zero and parameter adaptation will stop. Since for any fixed values of \( y \) and \( u \), the equation \( \bar{a} + \bar{b} y + \bar{c} u = 0 \) defines a hyperplane of \((\bar{a}, \bar{b}, \bar{c})\) values, there are many values of the parameter estimates that can result in \( \tilde{y} = 0 \). The hyperplane is distinct for different \((y, u)\) and the only parameter estimates on all such
hyperplanes satisfy \((\tilde{a}, \tilde{b}, \tilde{c}) = (0, 0, 0)\). Therefore, convergence of the parameter estimates would require that \((y, u)\) change sufficiently in an appropriate sense, leading to the concept of *persistence of excitation* (see Chapter 4). An important fact to remember in the design of adaptive control systems is that convergence of the tracking error does not necessarily imply convergence (or even boundedness) of the parameter estimates.

Relative to (1.1), the parameters of (1.5) will be a function of the operating point (see Exercise 1.2). Each time that the operating point changes, the parameter estimates will adapt. If the operating point changed slowly, then \(a^*, b^*,\) and \(c^*\) could be considered as slowly time-varying. In such an approach, depending on the magnitude of the adaptive gains \(\gamma_i,\) the corresponding estimates may be able to change the adaptive parameters fast enough to maintain high performance. However, in this case the operating point would be restricted to vary slowly so that the control approach would behave properly. It is also important to note that increasing \(\gamma_i\) may create stability problems of the closed-loop system in the presence of measurement noise.

![Performance of the adaptive linear control system of eqn. (1.6) with the dynamic system of eqn. (1.1). The solid curve is \(y(t)\). The dashed curve is \(y_d(t)\).](image)

Figure 1.3: Performance of the adaptive linear control system of eqn. (1.6) with the dynamic system of eqn. (1.1). The solid curve is \(y(t)\). The dashed curve is \(y_d(t)\).

Figure 1.3 displays the performance of this adaptive control law (applied to the actual plant dynamics) for a reference input \(y_c(t)\) consisting of several step commands changing between 20 and 60. The average tracking error is significantly improved relative to the linear control system. However, immediately following each significant change in \(y_c(t)\), the tracking error is still large and oscillatory. Also, the estimated parameters that result in good performance at one operating point do not yield good performance at the other. Therefore, for this example, as the operating point is stepped back and forth, the estimated parameters step between the manifold of parameters (i.e., hyperplane) that yield good performance for \(y \approx 20\) and the manifold of parameters that yield good performance for \(y \approx 60,\) see Figure 1.4. This is obviously inefficient. It would be convenient if the designer could devise a method to, in some sense, store the model (e.g., estimated parameters) as
a function of the operating condition (e.g., \(y\)). Such ideas are the motivation for adaptive approximation-based control methods.

![Figure 1.4: Time evolution of the estimated parameters \(a(t), b(t), c(t)\) for the adaptive control system of eqn. (1.6) applied to the dynamic system of eqn. (1.1).](image)

### 1.3.3 Nonlinear Design

Given the design model of eqn. (1.2), the feedback linearizing control law is

\[
u(t) = \frac{1}{g_o(y(t))} \left( -f_o(y(t)) + \dot{y}_d(t) + K(y_d(t) - y(t)) \right).
\]

Combining the feedback linearizing control law with the design model and selecting \(K = 0.2\), yields the following nominal closed-loop dynamics

\[
\dot{\tilde{y}} = -0.2 \tilde{y},
\]

where \(\tilde{y} = y - y_d\). In contrast to the small signal linearization approach discussed in Section 1.3.1, the feedback linearizing controller is exact (for the design model). Therefore, the closed-loop tracking error dynamics based on the design model are asymptotically stable with the desired error convergence rate. Note also that (for the design model) the tracking is perfect in the sense that the initial condition \(\tilde{y}(0)\) decays to zero with the linear dynamics of eqn. (1.16) and is completely unaffected by changes in \(y_d(t)\).

However, since the design model is different from the actual plant dynamics, the performance of the actual closed-loop system will be affected by the modeling error. The dynamic model for the actual closed-loop system is

\[
\dot{\tilde{y}} = -0.2 \tilde{y} + (f(y) - f_o(y)) + (g(y) - g_o(y)) u.
\]

Accurate tracking will therefore depend on the accuracy of the design model.
Figure 1.5: Performance of the nonlinear feedback linearizing control system of eqn. (1.15) with the dynamic system of eqn. (1.1). The dotted curve is the commanded response. The solid curve is the actual response.

Figure 1.5 displays the performance of the actual system compensated by the nonlinear feedback linearizing control law of eqn. (1.15) as a solid line. Again, the commanded state $y_d$ (shown as a dashed line) and its derivative are generated by prefiltering $y_c$ (a sequence of step changes) using the filter of eqn. (1.7). The actual response moves in the appropriate direction at the start of each step command, but the modeling error is significant enough that the steady state tracking error for each step is quite large. Since the feedback linearizing controller attempts to cancel the plant dynamics and insert the desired tracking error dynamics, the approach is very sensitive to model error. As shown in eqn. (1.17), the tracking error is directly affected by the error in the design model. An objective of adaptive approximation-based control methods is to adaptively decrease the amount of model error by using online data.

In addition to improving the model accuracy, either offline or online, the performance of the control law of eqn. (1.15) could be improved in a variety of other ways. The control gains could be increased, but this would change the rate of the error convergence relative to the specification, increase the magnitude of the control signal, and increase the effect of noise on the control signal. The linear portion of the controller, currently $K(y_d(t) - y(t))$ could be modified. Also, additional robustifying terms could be added to the nonlinear control law to dominate the model error. These approaches will be described in Chapter 5.

The difference in performance exhibited in Figs. 1.2 and 1.5 is worthy of comment, because the performance of the linear control is better even though both are based on the same design model. The major reason for the difference in performance is that the nonlinear controller is static whereas the linear controller is dynamic in the sense that it includes an integrator. The role of an integrator in a stable controller is to drive the steady state error to zero (see Exercise 1.3).
1.3.4 Adaptive Approximation Based Design

The performance of the feedback linearizing control law was significantly affected by the error between the design model and the actual dynamics. It is therefore of interest to consider whether the data accumulated online, in the process of controlling the system, can be used to decrease the modeling error and improve the control performance. This subsection discusses one such approach. The goal is to motivate various design issues relevant to generic adaptive approximation-based approaches. The remainder of this chapter will expand on these design issues and point the reader to the sections of the book that provide an in-depth discussion of both the issues and alternative design approaches.

In one method to implement such an approach, the designer assumes that the actual system dynamics can be represented as

\[ \dot{y}(t) = f(y(t)) + g(y(t))u(t), \quad (1.18) \]

where \( f(y) = (\theta_f^*)^T \phi(y) \) and \( g(v) = (\theta_g^*)^T \phi(y) \) and \( \phi(y) \) is a vector of basis functions selected by the designer during the offline design phase. Since \( f \) and \( g \) are unknown, the parameters \( \theta_f \) and \( \theta_g \) are also unknown and will be estimated online. Therefore, we define the approximated functions \( \hat{f}(y) = \theta_f^T \phi(y) \) and \( \hat{g}(y) = \theta_g^T \phi(y) \), where \( \theta_f \) and \( \theta_g \) are parameter vectors that will be estimated using the online data. One approach to using the design model (i.e., \( f_o \) and \( g_o \) of (1.2)) is to initialize the parameter vector estimates.

The adaptive feedback linearizing control law

\[ u = \frac{1}{\tilde{g}(y)} \left( -\tilde{f}(y) + \dot{y} + 0.2 \,(y_d - y) \right) \quad (1.19) \]

\[ \dot{\theta}_f = \gamma_1 \tilde{g} \phi(y) \quad (1.20) \]

\[ \dot{\theta}_g = \gamma_1 u \tilde{g} \phi(y) \quad (1.21) \]

results in the actual closed-loop system having error dynamics described by

\[ \dot{\tilde{y}} = -0.2 \tilde{y} + \tilde{\theta}_f \phi(y) + \tilde{\theta}_g \phi(y)u + e_{\phi}(y, u) \quad (1.22) \]

\[ \dot{\tilde{\theta}}_f = -\gamma_1 \tilde{g} \phi(y) \quad (1.23) \]

\[ \dot{\tilde{\theta}}_g = -\gamma_1 u \tilde{g} \phi(y) \quad (1.24) \]

where \( \tilde{\theta}_f = \theta_f^* - \theta_f, \tilde{\theta}_g = \theta_g^* - \theta_g \), and \( e_{\phi}(y, u) \) denotes the residual approximation error (i.e., the approximation error that may still exist even if the parameters of the adaptive approximators were set to their optimal values). The \( \tilde{y} \) error dynamics are very similar for the adaptive and nonadaptive feedback linearizing approaches. Relative to the nonadaptive feedback linearizing approach, the error dynamics are more complicated due to the presence of the dynamic equations for \( \tilde{\theta}_f \) and \( \tilde{\theta}_g \). The expected payoff for this added complexity is higher performance (i.e., decreased tracking error). The designer must be careful to analyze the stability of the state of the adaptive feedback linearizing system (i.e., \( \tilde{y}, \tilde{\theta}_f \) and \( \tilde{\theta}_g \)) and to analyze the effect of \( e_{\phi}(y, u) \). This term is rarely zero and the upper bound on its magnitude is a function of the designer's choice of approximation method (i.e., \( \phi \)).

Figure 1.6 displays the performance of the approximation-based feedback linearizing control law using the basis functions defined by

\[ \mu_i(v) = \exp \left( \frac{(v - c_i)^2}{25} \right) \]

\(^{2}\)Rigorous definitions of the optimal parameters and residual approximation error will be given in Section 1.4.2.
Figure 1.6: Performance of the approximation-based control system of eqn. (1.19)-(1.21) with the dynamic system of eqn. (1.1).

\[
\phi_i(v) = \frac{\mu_i(v)}{\sum_{i=1}^{21} \mu_i(v)}
\]

\[
c_i = (i - 1)\delta, \quad \text{for } i = 1, \ldots, 21.
\]

This simulation uses the actual plant dynamics. Initially, the tracking error is large, but as the online data is used to estimate the approximator parameters, the tracking performance improves significantly.

It is important that the designer understands the relationship between the tracking error and the function approximation error. It is possible for the tracking error to approach zero without the approximation error approaching zero. To see this, consider (1.22). If the last three terms sum to zero, then \( \tilde{v} \) will converge to zero. The last three terms sum to zero across a manifold of parameter values, most of which do not necessarily represent accurate approximations over the region \( D \). If the designer is only interested in accurate tracking, then inaccurate function approximation over the entire region \( D \) may be unimportant. If the designer is interested in obtaining accurate function approximations, then conditions for function approximation error convergence must be considered.

Figure 1.7 displays the approximations at the initiation (dotted) and conclusion (solid) of the simulation evaluation, along with the actual functions (dashed). The simulation was concluded after 3000 s of simulated operation. The first 100 s of operation involved the filtered step commands displayed in Figure 1.6. The last 2900 s of operation involved filtered step commands, each with a 10-s duration, randomly distributed in a uniform manner with \( y_c \in [20, 60] \). The initial conditions for the function approximation parameter vectors were defined to closely match the functions \( f_o \) and \( g_o \) of the design model. The bottom graph of Figure 1.8 displays the histogram of \( y_d \) at 0.1-s intervals. The top two graphs show the approximation error at the initial and final conditions. By 3000 s, both \( \tilde{f} \) and \( \tilde{g} \) have converged over the portion of \( D \) that contains a large amount of training data. Nothing can