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Dear Reader,

Thank you for choosing Prototyping Augmented Reality. This book is part of a family 

of premium-quality Sybex books, all of which are written by outstanding authors who 

combine practical experience with a gift for teaching.

Sybex was founded in 1976. More than 30 years later, we’re still committed to produc-

ing consistently exceptional books. With each of our titles, we’re working hard to set a 

new standard for the industry. From the paper we print on, to the authors we work with, 

our goal is to bring you the best books available.

I hope you see all that reflected in these pages. I’d be very interested to hear your 

comments and get your feedback on how we’re doing. Feel free to let me know what you 

think about this or any other Sybex book by sending me an email at nedde@wiley.com. If 

you think you’ve found a technical error in this book, please visit http://sybex.custhelp 

.com. Customer feedback is critical to our efforts at Sybex. 

 Best regards,

  

 Neil Edde

 Vice President and Publisher

 Sybex, an Imprint of Wiley

mailto:nedde@wiley.com
http://sybex.custhelp.com
http://sybex.custhelp.com
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Introduction
Augmented Reality (AR) is a term used for a wide range of 

related technologies aimed at integrating virtual content and data with live, real-time 

media. The idea of AR is to mingle what is not really there with what is there as seam-

lessly as possible, and to present users with an enhanced, or augmented, display of the 

world around them. The nature of the augmentation could be anything from a textual 

display of data overlaid on real scenes or objects to complete, interactive 3D graphical 

scenes integrated into real ones. 

AR depends crucially on hardware that is able to capture information about the real 

world, such as video, position data, orientation data, and potentially other forms of data, 

and also able to play back a display that mixes live media with virtual content in a way 

that is meaningful and useful to users. 

With the recent ubiquity of smartphones, just about everybody now has in their pock-

ets hardware with exciting AR potential. This has contributed to an explosion of interest 

in AR development, both for mobile platforms and in general. With the widespread use 

of webcams on laptops and desktop computers, browser-based AR for marketing and cre-

ative purposes has begun to boom. Inexpensive cameras and displays also make it pos-

sible to set up on-site AR installations cheaply and easily, as LEGO did with their brilliant 

AR-based marketing campaign in which AR stations were set up at toy stores to enable 

customers to hold a box up to the camera and see the completed 3D model in the display, 

fully integrated into the live camera video. 

There are several major varieties of AR, and each is a broad topic in itself. Currently 

available books about mobile AR mainly focus on AR that uses location (GPS) and orien-

tation (accelerometer) data from a mobile device to annotate or integrate content into live 

scenery. These applications know what your smartphone camera is viewing because they 

know where you’re standing and which direction your smartphone is pointing. Based on 

this data, annotations that have been uploaded, either by a centralized service or by other 

users, can be overlaid on the scene in your camera. 

Another, but by no means mutually exclusive, approach to AR is to use the actual 

image content captured by a camera to determine what is being viewed. This technology 

is known as computer vision, for obvious reasons. The computer processes each pixel of 
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each video frame, evaluating each pixel’s relationship with neighboring pixels in both time 

and space, and identifies patterns. Among other things, the current state of the art of com-

puter vision includes accurate algorithms for face recognition, identifying moving objects 

in videos, and the ability to recognize familiar markers, or specific visual patterns that have 

been identified in advance to the algorithm, in a very robust way. 

Computer vision–based AR can be used in both mobile contexts and non-mobile con-

texts. It can be used to enhance location- and orientation-based AR methods, and it can 

also be used to create AR applications that are not tied in any way to a specific location. 

The computer-vision algorithm can be made to recognize patterns on packaging, products, 

clothing, artwork, or in any number of other contexts. 

This book is concerned with tools and technologies used for computer vision–based 

AR. Aside from its potential use in marketing campaigns and the like, computer vision–

based AR is a lot of fun and, in my opinion, a bit magical. This aspect was what motivated 

me to begin investigating the subject and ultimately to write this book. I think that the 

creative potential of this technology has only begun to be explored, and I am eager to see 

people take it further. This is also why this book is geared less toward professional devel-

opers and more toward creative people who want to have fun exploring the possibilities 

before getting too bogged down in the technical demands of creating stable, ready-to-

deploy software. 

To these ends, I’ve tried to keep the technologies discussed in this book as accessible 

as possible. This is why a large portion of the book is devoted to the Processing program-

ming environment. Processing is perhaps the most accessible programming environment 

around for creating visual, interactive programs. Processing is open source and cross-

platform, and was developed specifically with the needs of artists and creative people in 

mind, people who are not necessarily highly skilled programmers. Processing has a com-

paratively gentle learning curve, but is remarkably powerful in spite of its simplicity. In 

addition to learning the basics of programming in Processing, you’ll learn how to create 

animated 3D content using the open source 3D application Blender. This portion of the 

book is entirely optional; 3D content files are provided for download if you want to follow 

the other chapters without making your own. 

In the interest of keeping things as accessible as possible, I’ve also stuck with AR tech-

nologies that use markers. Markers are printable patterns that provide AR systems with 

easy-to-recognize reference points. Because of the need for real-world markers, marker-

based AR has some definite limitations. The technology exists to do some very impressive 
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things with markerless AR. Markerless AR systems are able to create AR environments 

that reference other recognizable features of a video stream. For example, a markerless AR 

system might be made to recognize human faces or other objects, without the need for an 

explicitly printed marker. 

The problem is that, at present, the available markerless AR technologies of which I am 

aware are not very accessible to nonprogrammers. By contrast, there is a variety of marker-

based libraries that I think are comparatively easy to get running. This will certainly 

change in the future.

The Goals of This Book
This book is intended to give a broad introduction to some of the most accessible and 

usable tools for computer vision– and marker-based AR content creation. In doing so, 

a certain amount of programming is unavoidable, but programming is not the primary 

objective of this book. This book will show you how to get started using a wide variety of 

tools, each of which has different functions and benefits. Although there are overlaps, each 

of the tools depends on a different set of programming skills. To get the most out of these 

tools, you will need to pick up the ball in going further in your study of the programming 

environments you want to use. Whole shelves exist on the subject of 3D programming in 

Java or ActionScript, for example, and this book makes no attempt to replace these. 

Rather, this book will give you the opportunity to get AR applications up and running 

on your computer (and potentially on your Android mobile device) and to get the basics of 

how to go about creating your own content. Depending on the technology, it may be pos-

sible to create an interactive AR application yourself quickly. Some of the chapters involve 

more hands-on programming activities, whereas others provide more cursory glimpses at 

the technology. You won’t need programming skills to follow the content of the book, but 

you will need to pick them up if you want to go further with some of the topics. 

Ultimately, the goal of this book is to inspire you to do just that. This book should give 

you a sense of the possibilities already available to you for creating AR applications in a 

variety of settings. Perhaps you’ll be impressed by the possibilities of physical computing–

based AR, and you’ll go further in studying the Arduino and Processing environments. 

Maybe you’ll get a great idea for a Flash-based AR game to create, and you’ll throw yourself 

into learning ActionScript. Or maybe this book will inspire you to dive into 3D develop-

ment in Android. Whatever the case may be, this book is intended to be a first step, not a 

last step. 
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Who Should Buy This Book
The title of this book is Prototyping Augmented Reality, and the focus of the book is not 

on creating polished, deployment-ready software, but rather on experimenting with and 

demonstrating AR applications, hopefully in as quick and simple a manner as possible. 

For this reason, the main target readership for this book is people who are creative and 

eager to explore the possibilities of AR for making fun, interactive applications with a 

sense of merging the real with the virtual. The book is written deliberately to avoid making 

assumptions of specific programming experience. Even if you’ve done no programming at 

all, you should be able to follow along and do some interesting things.

This does not mean that there’s nothing here for professional, experienced developers. 

The value for more experienced developers will lie mostly in being pointed to interesting 

technologies and libraries. For people with programming chops in Java or ActionScript, 

this book should serve as a quick springboard into the world of AR. You won’t learn much 

programming you don’t already know, but you’ll find out exactly where to start hacking 

to bring your own AR ideas to life. The breadth of the topics covered here also makes it 

likely that, even if you’re a fairly experienced developer, there is something new within that 

might give you some interesting ideas. 

Although I try to avoid assuming programming experience in describing this book, 

the fact is that programming is central to everything this book is about. Any program-

ming experience you have, even in a completely different language, will be useful. 

Understanding object-oriented programming concepts will make a lot of things in the 

book more self-evident, and I do take a basic level of programming literacy for granted.  

If the idea of a “for” loop mystifies you, much of what you’ll find in these pages will be 

pretty cryptic. 

For some of the technologies discussed in this book, programming skills are an absolute 

must in going further to create your own content. You simply cannot develop AR applica-

tions on your own for Android without an understanding of Java, for example. The book’s 

handling of those topics is intended as a gentle introduction to the AR potential of the 

environment, not as an in-depth programming course. 

In short, this book is intended for anybody with an interest in computer vision– and 

marker-based AR who isn’t sure where to start exploring the subject. What you get out of 

the book will depend a lot on what you bring to it. 
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What’s Inside?
Here is a glance at what’s in each chapter:

Chapter 1: Getting Started with Augmented Reality  This chapter provides an overview of 

augmented reality and broadly introduces the libraries that the rest of the book covers in 

more depth. The topic of marker creation, which is relevant to all the other chapters, is 

covered here. 

Chapter 2: Introduction to Processing  This chapter provides a gentle introduction to the 

Processing programming environment, suitable for nonprogrammers. The basics of pro-

gramming in Processing are covered with examples using 2D graphics.

Chapter 3: Blender Modeling and Texturing Basics  This chapter gives a brief introduction to 

modeling and texturing using the open source 3D modeling and animation software called 

Blender. 

Chapter 4: Creating a Low-Poly Animated Character  This chapter picks up where Chapter 3 

leaves off in creating a textured, low-poly animated character for use in AR applications. 

Chapter 5: 3D Programming in Processing  This chapter returns to Processing to introduce 

3D programming and show what to do with an animated 3D character similar to the one 

you learned to create in Chapter 4. 

Chapter 6: Augmented Reality with Processing  This chapter carries what you’ve learned in 

the previous chapters into the world of AR by introducing special third-party libraries for 

Processing that enable AR. 

Chapter 7: Interacting with the Physical World  This chapter introduces the Arduino micro-

controller and programming environment for physical computing. You’ll learn to create an 

AR application that incorporates data from the real world via channels other than video only. 

Chapter 8: Browser-Based AR with ActionScript and FLARManager  This chapter shows you 

how to put your AR ideas online by using the FLARManager toolset for creating Flash-

based browser AR applications. 

Chapter 9: Prototyping AR with jMonkeyEngine  This chapter introduces ARMonkeyKit, a 

powerful tool under development for rapid prototyping of 3D AR applications based on the 

open source jMonkeyEngine.
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Chapter 10: Setting Up NyARToolKit for Android  This chapter shows you how to install the 

NyARToolKit development environment for Android and run AR applications on your 

Android-based mobile device. 

Appendix A: From Blender 2.49 to Blender 2.58  This appendix shows you how to translate 

the modeling, texturing, and animation concepts you learned in Chapters 3 and 4 from 

Blender 2.49 into Blender 2.58. 

Appendix B: File Formats and Exporting  This appendix provides a concise digest of 3D file 

formats used throughout the book and how you can export your content to the appropriate 

format for the environment with which you want to work.

Online Companion Files
You’ll find the project files you need to follow the chapters on the book’s companion  

website, www.sybex.com/go/prototypingar. Where licenses allow, software described in  

the chapters will also be available as a download from the book’s website in case the corre-

sponding version later becomes unavailable elsewhere.

How to Contact the Author
I welcome feedback from you about this book or about books you’d like to see from me in 

the future. You can reach me by writing to blender.characters@gmail.com.

Sybex strives to keep you supplied with the latest tools and information you need for 

your work. Please check the book’s website, www.sybex.com/go/prototypingar, where we’ll 

post additional content and updates that supplement this book if the need arises.

http://www.sybex.com/go/prototypingar
mailto:blender.characters@gmail.com
http://www.sybex.com/go/prototypingar
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