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A Personal Foreword

I was a young organic chemist when I met Prof. Sergio Clementi, but from the very first moment I understood that his guide to the world of Chemometrics would have been a brainwashing for me. And indeed it was so. Sergio was a splendid teacher and what I know in the field of QSAR and Chemometrics is totally due to him.

From Sergio I learned the correct ways to produce mathematical models, and the tricks to interpret them. However, it was immediately clear that Chemometrics (and cheminformatics as well) can do very little when the numerical descriptors are poor or not related to the phenomena under study.

Few years later I had another brainwashing when I met prof. Peter Goodford at the European Symposium on QSAR in Sorrento (Italy). I was fascinated by his presentation and science, and I decided to learn more about. I spent in Oxford one year and Peter was a second scientific father for me. It was fantastic to complete my background working side by side with a scientist who did so much in the field of Structure-Based Drug Design. All I know on force-fields and numerical descriptions of complex phenomena such as (macro)molecular interactions is due to him. From that moment I never stopped to use his software GRID.

When ADME-attritions rate was large and in silico ADME procedures were still unknown, I went to Lausanne to learn pharmacokinetics working with Prof. Bernard Testa. Again another important man in my scientific life. Bernard pushed me deeply in the field of pharmacokinetics, and I was surprised to see how well Peter Goodford’s GRID was working in such a different field.

My scientific career was guided and complemented by these scientists, and the reasons why my interests are so sparse depend on their enthusiasm and imprinting. However, one thing I have always used in all the problems I have encountered, or in all the procedure I developed. I have always used Molecular Interaction Fields to describe the structures of chemical and biological systems. After so may years of work, I’m still fascinated by the amount of information they contain. One never finishes to find new ways to extract information from them. Moreover, combining MIF with chemometric tools, is a powerful approach to all the fields of computer assisted drug development.

This led to the production of different algorithms, all reported in this volume and all based on Peter’s GRID force field. It is noteworthy that GRID-MIF are cur-
rently applied in structure based, pharmacodynamic and pharmacokinetic fields, as well as in metabolism. Another proof, (although not necessary) of the versatility, flexibility and correct bio-parameterisation of Peter’s GRID force field.

This volume reports the MIF theory, and several applications of MIFs in different arena of the drug discovery process. MIFs are decoding the common language of the (macro)molecules, the molecular interaction potential. Using MIF is simple, interpreting them straightforward.

It was a privilege to work on this volume with such a distinguished group of contributors, and I’m sure that this volume will open a window on the fascinating world of Molecular Interaction Fields.

Finally, I want to acknowledge my coworkers at Perugia University, and Prof. Raimund Mannhold and Prof. Hugo Kubinyi for their help, contribution and encouragement to produce this book.

Perugia, June 2005

Gabriele Cruciani
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Volume 27 of our series “Methods and Principles in Medicinal Chemistry” is dedicated to “Molecular Interaction Fields” and their impact on current drug research.

In the early 1980s Peter Goodford developed the GRID force field for determining energetically favorable binding sites on molecules of known structure. The GRID force field has always been calibrated as far as possible by studying experimental measurements, and the calibration is then checked by studying how well GRID predicts observed crystal structures. Crystal packing is determined by free energy considerations rather than by enthalpy alone. The force field includes entropic terms; GRID can detect the hydrophobic binding regions which are so important when high-affinity ligands are being designed, and it can also detect sites for the polar groups which determine ligand selectivity. GRID may be used to study individual molecules such as drugs, molecular arrays such as membranes or crystals, and macromolecules such as proteins, nucleic acids, glycoproteins or polysaccharides.

Moreover GRID can be used to understand the structural differences related to enzyme selectivity, a fundamental field in the rational design of drugs. GRID maps can also be used as descriptor input in statistical procedures like CoMFA, GOLPE or SIMCA for QSAR or 3D-QSAR analyses.

The GRID force field represents the basis for several software packages specifically developed for application to pharmacodynamic aspects of drug research, including the programs ALMOND, Pathfinder, and FLAP or, in the ADME field, the programs VolSurf and MetaSite.

Correspondingly, the present volume is quite logically divided into three sections. An introductory section contains two chapters dealing with the theoretical background. The chapter of Peter Goodford, who originally developed the GRID software, focuses in detail on the basic principles of GRID, whereas the chapter by Rebecca Wade is dedicated to “Calculation and Application of Molecular Interaction Fields”.

The second section refers to pharmacodynamic aspects and contains chapters on “Protein selectivity studies using GRID-MIF” by Thomas Fox, “The Complexity of Molecular Interaction: Molecular Shape Fingerprint by PathFinder Approach” by McLay, Hann, Carosati, Cruciani, and Baroni, “Alignment-Independent Descriptors from Molecular Interaction Fields” by Manuel Pastor, “FLAP: 4-point pharma-
cophore fingerprints from GRID” by Perruccio, Mason, Sciabola, and Baroni as well as a chapter on “3D QSAR using the GRID/GOLPE approach” by Wolfgang Sippl.
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A remarkable peculiarity of this volume is the inclusion of a CD-ROM containing some software packages used in the three sections of the book.

The series editors believe that this book is unique in its topic and presentation and adds a fascinating facet to the series. We are indebted to all authors for their well-elaborated contributions and we would like to thank Gabriele Cruciani for his enthusiasm in organizing this volume. We also want to express our gratitude to Renate Doetzer and Frank Weinreich from Wiley-VCH for their valuable contributions to this project.
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The Basic Principles of GRID

Peter Goodford

1.1 Introduction

One cannot go out and buy a computer program in the confident expectation that it will do its job exactly as expected. Of course there are some things, like a lawn mower, where a relatively quick and easy test can be made to discover if it is good enough. Can it cut long grass? Cut wet grass? Does it pick up all the clippings? Will it leave beautiful light and dark stripes on the lawn? However, a molecular interaction field (MIF) is a good deal more complicated than a lawn mower, and it is not at all easy to establish which MIF programs work in a satisfactory way. Each program must be assessed very carefully before deciding what software should be used for any particular task, and many different factors must be taken into account. Some are obvious, like the available computer hardware; its speed; the size of its memory; and the amount of disk space on the user’s system. Some are less apparent, such as the objectives, priorities and overall philosophy of the people who wrote the software, and the way in which they devised and calibrated their MIF. The most important factor is to be certain in one’s own mind about the precise jobs which one wants the program to do.

1.2 Philosophy and Objectives

Even the most superficial study of molecular interaction fields shows that each MIF has its own particular characteristics. This field may put great emphasis on the accurate computation of the individual atomic charges. A different MIF may give more attention to the way in which those charges are distributed between an atom and its bonds, and a third may place some of each atom’s charge onto its lone pair electrons. Another MIF may attempt to make accurate predictions of the $pK_a$ of every polar atom, in order to be certain that each one is appropriately protonated before the MIF computations begin. Some fields may require the system under investigation to have zero overall charge. Other fields will happily do com-
putations on a couple of phosphate ions, for example, with none of the oxygens protonated and no counter cations so that the two anionic phosphates move remorselessly apart until they vanish at the edge of the universe! One field may always compute the local pH, and another may need pH information as part of the input data. This field may give detailed attention to estimating the local dielectric environment and how it changes from place to place, while that one may assume an arbitrary overall dielectric constant.

It is not only the electrostatic treatment which is different in each MIF, but also other molecular characteristics. Many fields require all the hydrogen coordinates to be defined, but some only need the location of hydrogen-bonding hydrogens, and others take no specific account of any hydrogen positions. Some fields use simple harmonic motion to describe bond vibrations, but others attempt to consider deviations from harmonicity. Some have dedicated computations which deal with hydrogen bonds, and others pay no particular attention to hydrogen bond geometry. Most fields do not allow for tautomeric changes, but some can take tautomerism into account and a few can cope with alterations in the hybridisation of an atom. Some deal exclusively with enthalpy, but others can take account of entropy which is a major component of the hydrophobic effect.

Whenever another research group begins to study MIFs, they introduce a new perspective and a new set of ideas, so the extension and improvement of force fields has been a matter of continuously improving approximations. There will never be an absolutely correct MIF, but even the very earliest work was surprisingly valuable. Huggins and Pauling [1] introduced their atomic radii seventy years ago, but they immediately extended the understanding of crystal packing and of many other properties. However no force field is perfect, and one can only hope that the approximations will continue to improve in the years ahead.

### 1.3 Priorities

The priorities of the people who create any MIF are a concrete manifestation of their scientific philosophy and overall objectives, and seven requirements seemed particularly important when the GRID force field [2] was being designed:

1. This force field was explicitly intended for use with the GRID method.
2. The overall objective was to predict where ligands bind to biological macromolecules, and so gain a better understanding of the factors involved in binding. However that improved understanding should also help in the design of improved ligands.
3. The GRID force field could have been calibrated either by using theoretical calculations, or by studying experimental observations, and after much discussion the experimental approach was adopted whenever possible.
4. The input data must always be thoroughly checked before every computation, and an associated program called GRIN was written to do this job.
5. The equations used for the computation must be reasonably straightforward, so that anybody working in the drug-discovery field (biologist, pharmacologist, medicinal chemist, crystallographer, clinician, statistician, patent expert, administrator etc.) could easily discover exactly how program GRID had calculated any particular result.

6. It must be relatively easy for anybody working in the field to interpret the output from GRID.

7. An annual reappraisal policy was established so that the worst features in the current version of GRID would always be identified, and could be dealt with appropriately in each successive year.

It is conventional to write impersonally about scientific research, but subjective decisions are made when one decides which features are worst, or which objectives are most important for a program. The personal pronoun “we” will therefore be used in this article, whenever it is appropriate to draw attention to subjectivity. “We” are still discussing priorities for the forthcoming release of GRID, but before describing the GRID force field in detail we must first describe how the GRID method actually works.

1.4 The GRID Method

There are many programs which can be used compute the electrostatic potential around a molecule. A computer model is first prepared from the x, y, z coordinates of the atoms, and this model is then surrounded by an imaginary orthogonal grid.

The next step is to compute the work needed to bring a unit electrostatic charge from infinity to the first point on the grid, and the total work required for this job is a measure of the electrical potential at that particular grid point. The same procedure is then repeated for each of the other grid points, including those which are actually inside the molecule, until the potential has been calculated for every position.

At this stage it would be possible to print out the individual potential values as a table of numbers for detailed study. The findings could then be used as input for further computations, but studying a printed data table would be a rather clumsy way of displaying the results, and a much better method is to create a three-dimensional computer plot showing a contour surface surrounding the molecule. This contour surface defines a single user-selected value of the electrostatic potential, and the final picture usually shows the molecule together with something looking rather like a child’s balloon!

Program GRID works in very much the same way, but the objective is to obtain chemically specific information about the molecule. An electrostatic potential does not normally allow one to differentiate between favorable binding sites for a primary or a secondary or a tertiary amine cation, or tetramethyl ammonium or
pyridinium or a sodium cation, and the GRID method is an attempt to compute analogous potentials which do have some chemical specificity. The generic name “target” is given to the molecule (or group of molecules) being studied by GRID, and the object used to measure the potential at each point is called a “probe”. The individual potential values are called “GRID values” and the final computer plot is called a “GRID map”. Many different probes can be used on the same target one after the other, and each probe represents a specific chemical group so that chemically specific information can be accumulated about the way in which the target might interact favorably with other molecules.

The GRID method differs in three critical ways from traditional programs which just display electrostatic potentials:

1. GRID probes are often anisometric.
2. The target “responds” when the probe is moved around it from place to place.
3. It is assumed that both the target and the probe are immersed in water.

These differences must now be considered in more detail.

1.4.1
GRID Probes Are Anisometric

Most GRID probes are anisometric because each probe represents an atom or a small group of atoms. For example a carbonyl oxygen probe is one oxygen atom with a couple of sp2 lone pairs. It has a size and a polarizability and an electrostatic charge, and each lone pair can accept one hydrogen bond. The center of the oxygen is placed at the first grid point, and a check is then made for unacceptably bad close contacts. If none is found the program then searches for nearby hydrogen-bond donor atoms on the target, and a list of those donors is made and sorted. Target atoms are rejected from the list if their donor hydrogens are pointing the wrong way, and the probe is then rotated (keeping its oxygen fixed at the grid point) so that its lone pairs will be oriented until they make the best possible hydrogen bonds to nearby target atoms. When this has been done the GRID force field is used to compute a GRID value for that particular probe at that particular point, and the whole process is repeated systematically until the potential for carbonyl oxygen is known for every grid point on the map.

An aromatic sp2 hydroxy probe differs in several ways from carbonyl oxygen. The oxygen atom of the hydroxy is placed at the grid point as before, but the probe has a larger polarizability and makes hydrogen bonds of a different strength. It can accept only one hydrogen bond, but the oxygen is bonded to a hydrogen atom which can donate. If both the donor and acceptor hydrogen bonds are made simultaneously they will be mutually constrained towards the sp2 angle of 120°. The bond length from the oxygen to its hydrogen is about 1 Å, and the probe’s donor hydrogen moves round the grid point at this distance when the probe is rotated. Figure 1.1 shows the target with an sp2 hydroxy probe placed at the first point, ready for the computation to begin.
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The sp2 carboxyl oxygen probe differs from both sp2 carbonyl and sp2 hydroxy, having a much greater polarizability and much greater negative charge than either. The sp3 aliphatic hydroxy probe is distinguished by making its hydrogen bonds at the sp3 angle of 109° instead of 120°, and by accepting at two lone pairs instead of just one. “Multi-atom probes” can also be used, such as aromatic carboxylate which represents the anion of a complete benzoic acid molecule. This multi-atom probe has two sp2 carboxy oxygens both bonded to the carboxy carbon.

Figure 1.1. The set up for GRID. See text Section 1.4.1.

Figure 1.2. The initial orientation of an sp2 hydroxy probe at its GRID point.

The sp2 carboxyl oxygen probe differs from both sp2 carbonyl and sp2 hydroxy, having a much greater polarizability and much greater negative charge than either. The sp3 aliphatic hydroxy probe is distinguished by making its hydrogen bonds at the sp3 angle of 109° instead of 120°, and by accepting at two lone pairs instead of just one. “Multi-atom probes” can also be used, such as aromatic carboxylate which represents the anion of a complete benzoic acid molecule. This multi-atom probe has two sp2 carboxy oxygens both bonded to the carboxy carbon.
which is bonded to the aromatic ring. Each oxygen has a couple of lone pairs, all appropriately oriented and of appropriate strength. Both oxygens are deprotonated, and they both have a substantial negative charge which is partly counterbalanced by a modest positive charge on the carboxy carbon, so the whole probe has an overall charge of $-1$. Its oxygens are both identical, and one of them is fixed as usual at the grid point. The whole multi-atom probe is then rotated to find all the orientations in which it can make good hydrogen bonds to the target, and good electrostatic interactions, while avoiding steric clashes. The chosen oxygen always stays on its grid point, and the GRID potential for that point is computed when the best orientation of the whole multiatom probe has been established.

A multiatom probe usually finds pairs of minima which would correspond in this example to the two oxygens of the carboxylate group. Of course the computation for a multi-atom probe takes somewhat longer than the map for a simpler probe, but the force field was written explicitly for the program and so GRID computations are never particularly time consuming.

1.4.2
The Target “Responds” to the Probe

Figure 1.2 shows in more detail how an aromatic sp2 hydroxy probe might be placed on its grid point at the start of a cycle of computation. In this figure the hydrogen of the probe happens to be pointing by chance towards a nearby serine residue of the target. The orientation of the probe is completely random at this early stage of the job, but with a slight readjustment GRID can make the probe’s hydrogen point directly at the serine’s side chain sp3 hydroxy oxygen. A hydrogen bond could then be formed and that would be quite a good arrangement, but a better one is shown in Fig. 1.3. Program GRID has to search and find the better alternative, and must do three things to make this happen:

1. GRID has to rotate the probe, while keeping its oxygen firmly anchored at the grid point, until its hydrogen is redirected towards the nearby backbone sp2 carbonyl oxygen as shown in Fig. 1.3.
2. The probe then has to spin about an imaginary sp2–sp2 axis (A in Fig. 1.3) which links it to the backbone carbonyl oxygen, until the probe’s own lone pair points as directly as possible towards the sp3 hydroxy oxygen of the serine.
3. The sp3 hydroxy group of the serine must finally spin about bond B which links it to the to the rest of the protein, until its hydrogen points as well as possible towards the probe’s lone pair.

This rotation of the serine oxygen is called the “response of the target to the probe”, and finding the best response is often a much more complicated job than it appears in Fig. 1.3. There are usually many different hydrogen bonding groups on or near the surface of the target, reasonably close to the probe, as shown in Fig. 1.4, and they must all be taken into account.
Methods are provided in GRID so that the user can adjust the size of the “response.” For instance he could prevent the serine hydroxy from rotating on its axis, if he knew that it was already making another strong hydrogen bond which would be broken if the probe interacted as described above. There is also a lysine side chain shown near the top of Figs. 1.2, 1.3 and 1.4, but the NH$_3^+$ group of that lysine cannot reach the probe at its grid point as things are shown in the figures. However resetting one of the directives would allow the lysine side chain to swing down, and perhaps make a useful hydrogen-bond interaction with the probe. The directives are always set by default so that things like this do not happen, and long side chains like the lysine do not normally search around during a regular GRID
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run, unless the user has made a positive decision to release them. That kind of decision can only be taken after a thorough study of the binding site of the protein. The user must understand some or all of its properties, and this enhancement of the user’s understanding was a major objective when program GRID was being written.

1.4.3 The Target is Immersed in Water

The concept of electrical potentials was developed by physicists in the 19th century, and they quite naturally took a vacuum as their reference state. The dielectric constant of a vacuum is 1.0 by definition, and many of the early experiments on electrostatics were made in air which has a dielectric constant very close to unity. However biological systems are full of water, and biologists must invoke a dielectric constant of up to 80 in order to make traditional electrostatic calculations. It is therefore hardly surprising that MIF computations in biological systems tend to give unstable results, when such a large dielectric correction factor must be used.

The GRID force field was designed on a more appropriate basis for biology. It is assumed a priori that the environment surrounding the target has a bulk dielectric of 80, and that the dielectric diminishes towards 4 in the deep center of a large globular macromolecule. These are the default values which were used in calibrating the MIF, but of course each user can alter them to any reasonable alternative during his own GRID runs. It has been reported [3] that a value between 10 and 20 gives results which agree better with experiments on small molecules.

Some years ago a large oil company wanted to use program GRID for calculations on zeolites. These are minerals, and it was first necessary to calibrate several elements such as silicon which had not previously been used in GRID runs. Preliminary computations were then started, but the results from zeolites were misleading. A bulk dielectric of 80 would clearly be inappropriate in this case, because zeolites are used at approximately 300 °C for oil refining and are therefore completely dry. However it was impossible to find any dielectric values which yielded satisfactory results for zeolites, and this seems to demonstrate that one should not expect a single MIF to work for every system. Each force field should be calibrated for the job in hand, and much more sophisticated methods are needed if one wishes to study all 100 elements in all experimental conditions. GRID and its force field must be restricted to the wet biological environment for which they were calibrated.

1.5 The GRID Force Field

The target is always prepared and checked by an associated program called GRIN which is used before the actual GRID run begins, and perhaps the most important job of GRIN is the amalgamation of every nonpolar hydrogen atom of the