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As a result, there is still a need for books that show how to do Bayesian analysis, using real-world problems, at an accessible level.

This book aims to meet this need. Each chapter of this text focuses on a real-world problem that has been addressed by members of our research group, and describes the way in which the problem may be analysed using Bayesian methods. The chapters generally comprise a description of the problem, the corresponding model, the computational method, results and inferences, as well as the issues arising in the implementation of these approaches. In order to meet the objective of making the approaches accessible to the informed Bayesian beginner, the material presented in these chapters is sometimes a simplification of that used in the full projects. However, references are typically given to published literature that provides further details about the projects and/or methods.

This book is targeted at those statisticians, researchers and practitioners who have some expertise in statistical modelling and analysis, and some understanding of the basics of Bayesian statistics, but little experience in its application. As a result, we provide only a brief introduction to the basics of Bayesian statistics and an overview of existing texts and major published reviews of the subject in Chapter 2, along with references for further reading. Moreover, this basic background in statistics and Bayesian concepts is assumed in the chapters themselves.

Of course, there are many ways to analyse a problem. In these chapters, we describe how we approached these problems, and acknowledge that there may be alternatives or improvements. Moreover, there are very many models and a vast number of applications that are not addressed in this book. However, we hope that the material presented here provides a foundation for the informed Bayesian beginner to
engage with Bayesian modelling and analysis. At the least, we hope that beginners will become better acquainted with Bayesian concepts, models and computation, Bayesian ways of thinking about a problem, and Bayesian inferences. We hope that this will provide them with confidence in reading Bayesian material in their own discipline or for their own project. At the most, we hope that they will be better equipped to extend this learning to do Bayesian statistics. As we all learn about, implement and extend Bayesian statistics, we all contribute to ongoing improvement in the philosophy, methodology and inferential capability of this powerful approach.

This book includes an accompanying website. Please visit www.wiley.com/go/statistical_modelling
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Introduction

Clair L. Alston, Margaret Donald, Kerrie L. Mengersen and Anthony N. Pettitt

Queensland University of Technology, Brisbane, Australia

1.1 Introduction

This book aims to present an introduction to Bayesian modelling and computation, by considering real case studies drawn from diverse fields spanning ecology, health, genetics and finance. As discussed in the Preface, the chapters are intended to be introductory and it is openly acknowledged that there may be many other ways to address the case studies presented here. However, the intention is to provide the Bayesian beginner with a practical and accessible foundation on which to build their own Bayesian solutions to problems encountered in research and practice.

In the following, we first provide an overview of the chapters in the book and then present a list of texts for further reading. This book does not seek to teach the novice about Bayesian statistics per se, nor does it seek to cover the whole field. However, there is now a substantial literature on Bayesian theory, methodology, computation and application that can be used as support and extension. While we cannot hope to cover all of the relevant publications, we provide a selected review of texts now available on Bayesian statistics, in the hope that this will guide the reader to other reference material of interest.

1.2 Overview

In this section we give an overview of the chapters in this book. Given that the models are developed and described in the context of the particular case studies, the first
two chapters focus on the other two primary cornerstones of Bayesian modelling: computational methods and prior distributions. Building on this foundation, Chapters 4–9 describe canonical examples of Bayesian normal linear and hierarchical models. The following five chapters then focus on extensions to the regression models for the analysis of survival, change points, nonlinearity (via splines) and spatial data. The wide class of latent variables models is then illustrated in Chapters 15–19 by considering multivariate linear state space models, mixtures, latent class analysis, hidden Markov models and structural equation models. Chapters 20 and 21 then describe other model structures, namely Bayesian classification and regression trees, and Bayesian networks. The next four chapters of the book focus on different computational methods for solving diverse problems, including approximate Bayesian computation for modelling the transmission of infection, variational Bayes methods for the analysis of remotely sensed data and sequential Monte Carlo to facilitate experimental design. Finally, the last chapter describes a software package, PyMCMC, that has been developed by researchers in our group to provide accessible, efficient Markov chain Monte Carlo algorithms for solving some of the problems addressed in the book.

The chapters are now described in more detail.

Modern Bayesian computation has been hailed as a ‘model-liberating’ revolution in Bayesian modelling, since it facilitates the analysis of a very wide range of models, diverse and complex data sets, and practically relevant estimation and inference. One of the fundamental computational algorithms used in Bayesian analysis is the Markov chain Monte Carlo (MCMC) algorithm. In order to set the stage for the computational approaches described in subsequent chapters, Chapter 2 provides an overview of the Gibbs and Metropolis–Hastings algorithms, followed by extensions such as adaptive MCMC, approximate Bayesian computation (ABC) and reversible jump MCMC (RJ MCMC).

One of the distinguishing features of Bayesian methodology is the use of prior distributions. In Chapter 3 the range of methodology for constructing priors for a Bayesian analysis is described. The approach can broadly be categorized as one of the following two: (i) priors are based on mathematical criteria, such as conjugacy; or (ii) priors model the existing information about the unknown quantity. The chapter shows that in practice a balance must be struck between these two categories. This is illustrated by case studies from the author’s experience. The case studies employ methodology for formulating prior models for different types of likelihood models: binomial, logistic regression, normal and a finite mixture of multivariate normal distributions. The case studies involve the following: time to submit research dissertations; surveillance for exotic plant pests; species distribution models; and delineating ecoregions. There is a review of practical issues. One aim of this chapter is to alert the reader to the important and multi-faceted role of priors in Bayesian inference. The author argues that, in practice, the prior often assumes a silent presence in many Bayesian analyses. Many practitioners or researchers often passively select an ‘inoffensive prior’. This chapter provides practical approaches towards more active selection and evaluation of priors.

Chapter 4 presents the ubiquitous and important normal linear regression model, firstly under the usual assumption of independent, homoscedastic, normal residuals,
and secondly for the situation in which the error covariance matrix is not necessarily diagonal and has unknown parameters. For the latter case, a first-order serial correlation model is considered in detail. In line with the introductory nature of this chapter, two well-known case studies are considered, one involving house prices from a cross-sectional study and the other a time series of monthly vehicle production data from Australia. The theory is extended to the situation where the error covariance matrix is not necessarily diagonal and has unknown parameters, and a first-order serial correlation model is considered in detail. The problem of covariate selection is considered from two perspectives: the stochastic search variable selection approach and a Bayesian lasso. MCMC algorithms are given for the various models. Results are obtained for the two case studies for the fixed model and the variable selection methods.

The application of Bayesian linear regression with informed priors is described in Chapter 5 in the context of modelling patient risk. Risk stratification models are typically constructed via ‘gold-standard’ logistic regressions of health outcomes of interest, often based on a population that has different characteristics to the patient group to which the model is applied. A Bayesian model can augment the local data with priors based on the gold-standard models, resulting in a locally calibrated model that better reflects the target patient group.

A further illustration of linear regression and variable selection is presented in Chapter 6. This concerns a case study involving a genome-wide association (GWA) study. This involves regressing the trait or disease status of interest (a continuous or binary variable) against all the single nucleotide polymorphisms (SNPs) available in order to find the significant SNPs or effects and identify important genes. The case studies involve investigations of genes associated with Type 1 diabetes and breast cancer. Typical SNP studies involve a large number of SNPs and the diabetes study has over 26,000 SNPs while the number of cases is relatively small. A main effects model and an interaction model are described. Bayesian stochastic search algorithms can be used to find the significant effects and the search algorithm to find the important SNPs is described, which uses Gibbs sampling and MCMC. There is an extensive discussion of the results from both case studies, relating the findings to those of other studies of the genetics of these diseases.

The ease with which hierarchical models are constructed in a Bayesian framework is illustrated in Chapter 7 by considering the problem of Bayesian meta-analysis. Meta-analysis involves a systematic review of the relevant literature on the topic of interest and quantitative synthesis of available estimates of the associated effect. For one of the case studies in the chapter this is the association between red meat consumption and the incidence of breast cancer. Formal studies of the association have reported conflicting results, from no association between any level of red meat consumption to a significantly raised relative risk of breast cancer. The second case study is illustrative of a range of problems requiring the synthesis of results from time series or repeated measures studies and involves the growth rate and size of fish. A multivariate analysis is used to capture the dependence between parameters of interest. The chapter illustrates the use of the WinBUGS software to carry out the computations.
Mixed models are a popular statistical model and are used in a range of disciplines to model complex data structures. Chapter 8 presents an exposition of the theory and computation of Bayesian mixed models.

Considering the various models presented to date, Chapter 9 reflects on the need to carefully consider the way in which a Bayesian hierarchical model is constructed. Two different hierarchical models are fitted to data concerning the reduction in bone mineral density (BMD) seen in a sample of patients attending a hospital. In the sample, one of three distinct methods of measuring BMD is used with a patient and patients can be in one of two study groups, either outpatient or inpatient. Hence there are six combinations of data, the three BMD measurement methods and in- or outpatient. The data can be represented by covariates in a linear model, as described in Chapter 2, or can be represented by a nested structure. For the latter, there is a choice of two structures, either method measurement within study group or vice versa, both of which provide estimates of the overall population mean BMD level. The resulting posterior distributions, obtained using WinBUGS, are shown to depend substantially on the model construction.

Returning to regression models, Chapter 10 focuses on a Bayesian formulation of a Weibull model for the analysis of survival data. The problem is motivated by the current interest in using genetic data to inform the probability of patient survival. Issues of model fit, variable selection and sensitivity to specification of the priors are considered.

Chapter 11 considers a regression model tailored to detect change points. The standard model in the Bayesian context provides inferences for a change point and is relatively straightforward to implement in MCMC. The motivation of this study arose from a monitoring programme of mortality of patients admitted to an intensive care unit (ICU) in a hospital in Brisbane, Australia. A scoring system is used to quantify patient mortality based on a logistic regression and the score is assumed to be correct before the change point and changed after by a fixed amount on the odds ratio scale. The problem is set within the context of the application of process control to health care. Calculations were again carried out using WinBUGS software.

The parametric regression models considered so far are extended in Chapter 12 to smoothing splines. Thin-plate splines are discussed in a regression context and a Bayesian hierarchical model is described along with an MCMC algorithm to estimate the parameters. B-splines are described along with an MCMC algorithm and extensions to generalized additive models. The ideas are illustrated with an adaptation to data on the circle (averaged 24 hour temperatures) and other data sets. MATLAB code is provided on the book’s website.

Extending the regression model to the analysis of spatial data, Chapter 13 concerns disease mapping which generally involves modelling the observed and expected counts of morbidity or mortality and expressing each as a ratio, a standardized mortality/morbidity rate (SMR), for an area in a given region. Crude SMRs can have large variances for sparsely populated areas or rare diseases. Models that have spatial correlation are used to smooth area estimates of disease risk and the chapter shows how appropriate Bayesian hierarchical models can be formulated. One case study involves the incidence of birth defects in New South Wales, Australia. A conditional
autoregressive (CAR) model is used for modelling the observed number of defects in an area and various neighbour weightings considered and compared. WinBUGS is used for computation. A second case study involves survival from breast cancer in Queensland and excess mortality, a count, is modelled using a CAR model. Various priors are used and sensitivity analyses carried out. Again WinBUGS is used to estimate the relative excess risk. The approach is particularly useful when there are sparsely populated areas, as is the situation in the two case studies.

The focus on spatial data is continued in Chapter 14 with a description of the analysis carried out to investigate the effects of different cropping systems on the moisture of soil at varying depths up to 300 cm below the surface at 108 different sites, set out in a row by column design. The experiment involved collecting daily data on about 60 occasions over 5 years but here only one day’s data are analysed. The approach uses a Gaussian Markov random field model defined using the CAR formulation to model the spatial dependence for each horizontal level and linear splines to model the smooth change in moisture with depth. The analysis was carried out using the WinBUGS software and the code on the book’s website is described.

Complex data structures can be readily modelled in a Bayesian framework by extending the models considered to data to include latent structures. This concept is illustrated in Chapter 15 by describing a Bayesian analysis for multivariate linear state space modelling. The theory is developed for the Fama–French model of excess return for asset portfolios. For each portfolio the excess return is explained by a linear model with time-varying regression coefficients described by a linear state space model. Three different models are described which allow for different degrees of dependence between the portfolios and across time. A Gibbs algorithm is described for the unknown parameters while an efficient algorithm for simulating from the smoothing distribution for the system parameters is provided. Discrimination between the three possible models is carried out using a likelihood criterion. Efficient computation of the likelihood is also considered. Some results for the regression models for different contrasting types of portfolios are given which confirm the characteristics of these portfolios.

The interest in latent structure models is continued in Chapter 16 with an exposition of mixture distributions, in particular finite normal mixture models. Mixture models can be used as non-parametric density estimates, for cluster analysis and for identifying specific components in a data set. The latent structure in this model indicates mixture components and component membership. A Gibbs algorithm is described for obtaining samples from the posterior distribution. A case study describes the application of mixtures to image analysis for computer tomography (CT) for scans taken from a sheep’s carcase in order to determine the quantities of bone, muscle and fat. The basic model is extended so that the spatial smoothness of the image can be taken into account and a Potts model is used to spatially cluster the different components. A brief description of how the method can be extended to estimate the volume of bone, muscle and fat in a carcase is given. Some practical hints on how to set up the models are also given.

Chapter 17 again involves latent structures, this time through latent class models for clustering subgroups of patients or subjects, leading to identification of meaningful
clinical phenotypes. Between-subject variability can be large and these differences can be modelled by an unobservable, or latent, process. The first case study involves the identification of subgroups for patients suffering from Parkinson’s disease using symptom information. The second case study involves breast cancer patients and their cognitive impairment possibly as a result of therapy. The latent class models involving finite mixture models and trajectory mixture models are reviewed, and various aspects of MCMC implementation discussed. The finite mixture model is used to analyse the Parkinson’s disease data using binary and multinomial models in the mixture. The trajectory mixture model is used with regression models to analyse the cognitive impairment of breast cancer patients. The methods indicate two or three latent classes in the case studies. Some WinBUGS code is provided for the trajectory mixture model on the book’s website.

A related form of latent structure representation, described in Chapter 18, is hidden Markov models (HMMs) which have been extensively developed and used for the analysis of speech data and DNA sequences. Here a case study involves electrophysiology and the application of HMMs to the identification and sorting of action potentials in extracellular recordings involving firing neurons in the brain. Data have been collected during deep brain stimulation, a popular treatment for advanced Parkinson’s disease. The HMM is described in general and in the context of a single neuron firing. An extension to a factorial HMM is considered to model several neurons firing, essentially each neuron having its own HMM. A Gibbs algorithm for posterior simulation is described and applied to simulated data as well as the deep brain stimulation data.

Bayesian models can extend to other constructs to describe complex data structures. Chapter 19 concerns classification and regression trees (CARTs) and, in particular, the Bayesian version, BCART. The BCART model has been found to be highly rated in terms of interpretability. Classification and regression trees give sets of binary rules, repeatedly splitting the predictor variables, to finally end at the predicted value. The case studies here are from epidemiology, concerning a parasite living in the human gut (cryptosporidium), and from medical science, concerning disease of the spine (kyphosis), and extensive analyses of the data sets are given. The CART approach is described and then the BCART is detailed. The BCART approach employs a stochastic search over possible regression trees with different structures and parameters. The original BART employed reversible jump MCMC and is compared with a recent implementation. MATLAB code is available on the book’s website and a discussion on implementation is provided. The kyphosis data set involves a binary indicator for disease for subjects after surgery and a small number of predictor variables. The cryptosporidiosis case study involves predicting incidence rates of the disease. The results of the BCART analyses are described and details of implementation provided.

As another example of alternative model constructs, the idea of a Bayesian network (BN) for modelling the relationship between variables is introduced in Chapter 20. A BN can also be considered as a directed graphical model. Some details about software for fitting BNs are given. A case study concerns MRSA transmission in hospitals (see also Chapter 19). The mechanisms behind MRSA transmission