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Almost every preface to every syntax textbook out there starts out by telling the reader how different this book is from every other syntax textbook. On one hand, this is often the truth: each author shows their own particular spin or emphasis. This is certainly true of this textbook. For example, you’ll be hard-pressed to find another textbook on Principles and Parameters syntax that uses as many Irish examples as this one does. Nor will you find another P&P textbook with a supplementary discussion of alternative theoretical approaches like LFG or HPSG. On the other hand, let’s face facts. The basic material to be covered in an introductory textbook doesn’t really vary much. One linguist may prefer a little more on binding theory, and a little less on control, etc. In this text, I’ve attempted to provide a relatively balanced presentation of most of the major issues and I’ve tried to do this in a student-friendly way. I’ve occasionally abstracted away from some of the thornier controversies, when I felt they weren’t crucial to a student understanding the basics. This may make the professional syntactician feel that I’ve cut corners or laid out too rosy a picture. I did this on purpose, however, to give students a chance to absorb the fundamentals before challenging the issues. This was a deliberate pedagogical choice. I’m well aware that sometimes I’ve glossed over controversies, but I think a student has to learn the basics of how the system works before they can seriously critique and evaluate the model. This is a textbook, not a scholarly tome, so its aim is to reach as many students as possible. The style is deliberately low-key and friendly. This doesn’t mean I don’t want the students to challenge the material I’ve presented here. Throughout the book, you’ll find grey “textboxes” that contain issues for further discussion or interesting tidbits. Many of the problem sets also invite the student to challenge the black and white presentation I’ve given in the text. I encourage instructors to assign these, and students to do them, as they form an important part of the textbook. Instructors may note that if a favorite topic is not dealt with in the body of the text, a problem set may very well treat the question.

A quick word on the level of this textbook: This book is intended as an introduction to syntactic theory. It takes the student through most of the major issues in Principles and Parameters, from tree drawing to constraints on movement. While this book is written as an introduction, some students have reported it to be challenging. I use this text in my upper-division undergraduate introduction to syntax course with success, but I can certainly see it being used in more advanced classes. I hope instructors will flesh out the book, and walk their students through some of the thornier issues.

This textbook has grown out of my lecture notes for my own classes. Needless to say, the form and shape of these notes have been influenced in terms of choice of material and presentation by the textbooks my own students have used. While
the book you are reading is entirely my fault, it does owe a particular intellectual
debt to the following three textbooks, which I have used in teaching at various times:

Cowper, Elizabeth (1992) *A Concise Introduction to Syntactic Theory: The*

Haegeman, Liliane (1994) *Introduction to Government and Binding Theory* (2nd

Cambridge University Press.

I’d like to thank the authors of these books for breaking ground in presenting
a complicated and integrated theory to the beginner. Writing this book has given me
new appreciation for the difficulty of this task and their presentation of the material
has undoubtedly influenced mine.

Sadly, during the final stages of putting the first edition of this text together,
my dissertation director, teacher, mentor, and academic hero, Ken Hale, passed
away after a long illness. Ken always pushed the idea that theoretical syntax
is best informed by cross-linguistic research, while at the same time the accurate
documentation of languages requires a sophisticated understanding of grammatical
theory. These were important lessons that I learned from Ken and I hope students
will glean the significance of both by reading this text. While I was writing this book
(and much other work) Ken gave me many comments and his unfettered support.
He was a great man and I will miss him terribly.

This, the third edition of this book, is quite different from the first two.
A reasonably complete list of changes can be found in the instructor’s handbook.
These include some important changes to definitions that instructors who have used
previous editions will want to look at. The major changes to this volume are:

- A companion workbook, with answers, for students to practice assignments.
- New exercises in almost every chapter.
- New chapters on Auxiliaries, Ellipsis and Non-configurational Languages.
- The chapters on LFG and HPSG are now to be found for free on the book’s

I hope that instructors and students will find these revisions helpful.
I have attempted where possible to take into account all the many comments
and suggestions I received from people using the first and second editions,
although of course, in order to maintain consistency, I was unable to implement them
all.
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Part 1

Preliminaries
Learning Objectives

After reading chapter 1 you should walk away having mastered the following ideas and skills:

1. Explain why Language is a psychological property of humans.
2. Distinguish between prescriptive and descriptive rules.
3. Explain the scientific method as it applies to syntax.
4. Explain the differences between the kinds of data gathering, including corpora and linguistic judgments.
5. Explain the difference between competence and performance.
6. Provide at least three arguments for Universal Grammar.
7. Explain the logical problem of language acquisition.
8. Distinguish between learning and acquisition.

0. Preliminaries

Although we use it every day, and although we all have strong opinions about its proper form and appropriate use, we rarely stop to think about the wonder of language. So-called language “experts” like William Safire tell
us about the misuse of *hopefully* or lecture us about the origins of the word *boondoggle*, but surprisingly, they never get at the true wonder of language: how it actually works as a complex machine. Think about it for a minute. You are reading this and understanding it, but you have no conscious knowledge of how you are doing it. The study of this mystery is the science of linguistics. This book is about one aspect of how language works: how sentences are structured, or the study of *syntax*.

Language is a psychological or cognitive property of humans. That is, there is some set of neurons in my head firing madly away that allows me to sit here and produce this set of letters, and there is some other set of neurons in your head firing away that allows you to translate these squiggles into coherent ideas and thoughts. There are several subsystems at work here. If you were listening to me speak, I would be producing sound waves with my vocal cords and articulating particular speech sounds with my tongue, lips, and vocal cords. On the other end of things you’d be hearing those sound waves and translating them into speech sounds using your auditory apparatus. The study of the acoustics and articulation of speech is called *phonetics*. Once you’ve translated the waves of sound into mental representations of speech sounds, you analyze them into syllables and pattern them appropriately. For example, speakers of English know that the made-up word *bluve* is a possible word of English, but the word *bnuck* is not. This is part of the science called *phonology*. Then you take these groups of sounds and organize them into meaningful units (called morphemes) and words. For example, the word *dancer* is made up of two meaningful bits: *dance* and the suffix *-er*. The study of this level of Language is called *morphology*. Next you organize the words into phrases and sentences. *Syntax* is the cover term for studies at this level of Language. Finally, you take the sentences and phrases you hear and translate them into thoughts and ideas. This last step is what we refer to as the *semantic* level of Language.

Syntax studies the level of Language that lies between words and the meaning of utterances: sentences. It is the level that mediates between sounds that someone produces (organized into words) and what they intend to say.

Perhaps one of the truly amazing aspects of the study of Language is not the origins of the word *demerit*, or how to properly punctuate a quote inside parentheses, or how kids have, like, destroyed the English language, eh? Instead it’s the question of how we subconsciously get from sounds and words to meaning. This is the study of syntax.
Cognitive science is a cover term for a group of disciplines that all have the same goal: describing and explaining human beings’ ability to think (or more particularly, to think about abstract notions like subatomic particles, the possibility of life on other planets or even how many angels can fit on the head of a pin, etc.). One thing that distinguishes us from other animals, even relatively smart ones like chimps and elephants, is our ability to use productive, combinatory Language. Language plays an important role in how we think about abstract notions, or, at the very least, Language appears to be structured in such a way that it allows us to express abstract notions.\(^1\) The discipline of linguistics is thus one of the important subdisciplines of cognitive science.\(^2\) Sentences are how we get at expressing abstract thought processes, so the study of syntax is an important foundation stone for understanding how we communicate and interact with each other as humans.

---

\(^1\) Whether language constrains what abstract things we can think about (this idea is called the Sapir–Whorf hypothesis) is a matter of great debate and one that lies outside the domain of syntax per se.

\(^2\) Along with psychology, neuroscience, communication, philosophy, and computer science.
2. Modeling Syntax

The dominant theory of syntax is due to Noam Chomsky and his colleagues, starting in the mid 1950s and continuing to this day. This theory, which has had many different names through its development (Transformational Grammar (TG), Transformational Generative Grammar, Standard Theory, Extended Standard Theory, Government and Binding Theory (GB), Principles and Parameters approach (P&P) and Minimalism (MP)), is often given the blanket name *Generative Grammar*. A number of alternate theories of syntax have also branched off of this research program. These include Lexical-Functional Grammar (LFG) and Head-Driven Phrase Structure Grammar (HPSG). These are also considered part of generative grammar; but we won’t cover them extensively in this book. But I have included two additional chapters on these theories in the web resources for this book at www.wiley.com/go/carnie. The particular version of generative grammar that we will mostly look at here is roughly the *Principles and Parameters* approach, although we will occasionally stray from this into the more recent version called *Minimalism*.

The underlying thesis of generative grammar is that sentences are generated by a subconscious set of procedures (like computer programs). These procedures are part of our minds (or of our cognitive abilities if you prefer). The goal of syntactic theory is to model these procedures. In other words, we are trying to figure out what we subconsciously know about the syntax of our language.

In generative grammar, the means for modeling these procedures is through a set of formal grammatical *rules*. Note that these rules are nothing like the rules of grammar you might have learned in school. These rules don’t tell you how to properly punctuate a sentence or not to split an infinitive. Instead, they tell you the order in which to put your words. In English, for example, we put the subject of a sentence before its verb. This is the kind of information encoded in generative rules. These rules are thought to generate the sentences of a language, hence the name *generative grammar*. You can think of these rules as being like the command lines in a computer program. They tell you step by step how to put together words into a sentence. We’ll look at precise examples of these rules in the next few chapters. But first, let’s look at some of the underlying assumptions of generative grammar.
3. SYNTAX AS SCIENCE – THE SCIENTIFIC METHOD

For many people, the study of language properly belongs in the humanities. That is, the study of language is all about the beauty of its usage in fine (and not so fine) literature. However, there is no particular reason, other than our biases, that the study of language should be confined to a humanistic approach. It is also possible to approach the study of language from a scientific perspective; this is the domain of linguistics. People who study literature often accuse linguists of abstracting away from the richness of good prose and obscuring the beauty of language. Nothing could be further from the truth. Most linguists, including the present author, enjoy nothing more than reading a finely crafted piece of fiction, and many linguists often study, as a sideline, the more humanistic aspects of language. This doesn’t mean, however, that one can’t appreciate and study the formal properties (or rules) of language and do it from a scientific perspective. The two approaches to language study are both valid; they complement each other; and neither takes away from the other.

Science is perhaps one of the most poorly defined words of the English language. We regularly talk of scientists as people who study bacteria, particle physics, and the formation of chemical compounds, but ask your average Joe or Jill on the street what science means, and you’ll be hard pressed to get a decent definition. But among scientists themselves, science refers to a particular methodology for study: the scientific method. The scientific method dates back to the ancient Greeks, such as Aristotle,
Euclid, and Archimedes. The method involves observing some data, making some generalizations about patterns in the data, developing hypotheses that account for these generalizations, and testing the hypotheses against more data. Finally, the hypotheses are revised to account for any new data and then tested again. A flow chart showing the method is given in (1):

1) Gather and observe data
   Make generalizations
   Develop hypotheses

In syntax, we apply this methodology to sentence structure. Syntacticians start by observing data about the language they are studying, then they make generalizations about patterns in the data (e.g., in simple English declarative sentences, the subject precedes the verb). They then generate a hypothesis and test the hypothesis against more syntactic data, and if necessary go back and re-evaluate their hypotheses.

Hypotheses are only useful to the extent that they make predictions. A hypothesis that makes no predictions (or worse yet, predicts everything) is useless from a scientific perspective. In particular, the hypothesis must be falsifiable. That is, we must in principle be able to look for some data, which, if true, show that the hypothesis is wrong. This means that we are often looking for the cases where our hypotheses predict that a sentence will be grammatical (and it is not), or the cases where they predict that the sentence will be ungrammatical (contra to fact).

In syntax, hypotheses are called rules, and the group of hypotheses that describe a language’s syntax is called a grammar.

The term grammar can strike terror into the hearts of people. But you should note that there are two ways to go about writing grammatical rules. One is to tell people how they should speak (this is of course the domain of English teachers and copy-editors); we call these kinds of rules prescriptive rules (as they prescribe how people should speak according

---

3 This is a bit of an oversimplification. We really have a “chicken and the egg” problem here. You can’t know what data to study unless you have a hypothesis about what is important, and you can’t have a hypothesis unless you have some basic understanding of the data. Fortunately, as working syntacticians this philosophical conundrum is often irrelevant, as we can just jump feet-first into both the hypothesis-forming and the data-analysis at the same time.
to some standard). Some examples of prescriptive rules include “never end a sentence with a preposition”, “use whom not who” and “don’t split infinitives”. These rules tell us how we are supposed to use our language. The other approach is to write rules that describe how people actually speak, whether or not they are speaking “correctly”. These are called descriptive rules. Consider for a moment the approach we’re taking in this book. Which of the two types (descriptive or prescriptive) is more scientific? Which kind of rule is more likely to give us insight into how the mind uses Language? We focus on descriptive rules. This doesn’t mean that prescriptive rules aren’t important (in fact, in the problem sets section of this chapter you are asked to critically examine the question of descriptive vs. prescriptive rules), but for our purposes descriptive rules are more important. For an interesting discussion of the prescriptive/descriptive debate, see Pinker’s (1995) book: The Language Instinct.

You now have enough information to answer General Problem Sets GPS1 & 2, as well as Challenge Problem Set CPS1 at the end of this chapter. For practice try Workbook Exercise WBE1 in chapter 1 of The Syntax Workbook, an optional companion book to this text.

Do Rules Really Exist?
Generative grammar claims to be a theory of cognitive psychology, so it’s reasonable to ask whether formal rules really exist in the brain/minds of speakers. After all, a brain is a mass of neurons firing away, so how can formal mathematical rules exist up there? Remember, however, that we are attempting to model Language; we aren’t trying to describe Language exactly. This question confuses two disciplines: psychology and neurology. Psychology is concerned with the mind, which represents the output and the abstract organization of the brain. Neurology is concerned with the actual firing of the neurons and the physiology of the brain. Generative grammar doesn’t try to be a theory of neurology. Instead it is a model of the psychology of Language. Obviously, the rules per se don’t exist in our brains, but they do model the external behavior of the mind. For more discussion of this issue, look at the readings in the further reading section of this chapter.

3.1 An Example of the Scientific Method as Applied to Syntax
Let’s turn now to a real-world application of the scientific method to some language data. The following data concern the form of a specific kind of
noun, called an *anaphor* (plural: *anaphors*; the phenomenon is called *anaphora*). These include the nouns that end with -self (e.g., himself, herself, itself). In chapter 5, we look at the distribution of anaphors in detail; here we’ll only consider one superficial aspect of them. In the following sentences, as is standard in the syntactic literature, a sentence that isn’t well-formed is marked with an *asterisk* (*) before it. For these sentences assume that *Bill* is male and *Sally* is female.

2) a) Bill kissed himself.
   b) *Bill kissed herself.
   c) Sally kissed herself.
   d) *Sally kissed himself.
   e) *Kiss himself.

To the unskilled eye, the ill-formed sentences in (2b and d) just look silly. It is obvious that Bill can’t kiss herself, because Bill is male. However, no matter how matter-of-factly obvious this is, it is part of a bigger generalization about the distribution of anaphors. In particular, the generalization we can draw about the sentences in (2) is that an anaphor must agree in *gender* with the noun it refers to (its *antecedent*). So in (2a and b) we see that the anaphor must agree in gender with *Bill*, its antecedent. The anaphor must take the masculine form *himself*. The situation in (2c and d) is the same; the anaphor must take the form *herself* so that it agrees in gender with the feminine *Sally*. Note further that a sentence like (2e) shows us that anaphors must have an antecedent. An anaphor without an antecedent is unacceptable. A plausible hypothesis (or rule) given the data in (2), then, is stated in (3):

3) An anaphor must (i) have an antecedent and (ii) agree in gender (masculine, feminine, or neuter) with that antecedent.

The next step in the scientific method is to test this hypothesis against more data. Consider the additional data in (4):

4) a) The robot kissed itself.
   b) She knocked herself on the head with a zucchini.
   c) *She knocked himself on the head with a zucchini.
   d) The snake flattened itself against the rock.
   e) *The snake flattened himself/herself against the rock.
   f) The Joneses think themselves the best family on the block.
   g) *The Joneses think himself the most wealthy guy on the block.
   h) Gary and Kevin ran themselves into exhaustion.
   i) *Gary and Kevin ran himself into exhaustion.
Sentences (4a, b, and c) are all consistent with our hypothesis that anaphors must agree in gender with their antecedents, which at least confirms that the hypothesis is on the right track. What about the data in (4d and e)? It appears as if any gender is compatible with the antecedent *the snake*. This appears, on the surface, to be a contradiction to our hypothesis. Think about these examples a little more closely, however. Whether sentence (4e) is well-formed or not depends upon your assumptions about the gender of the snake. If you assume (or know) the snake to be male, then *The snake flattened himself against the rock* is perfectly well-formed. But under the same assumption, the sentence *The snake flattened herself against the rock* seems very odd indeed, although it is fine if you assume the snake is female. So it appears as if this example also meets the generalization in (3); the vagueness about its well-formedness has to do with the fact that we are rarely sure what gender a snake is and not with the actual structure of the sentence.

Now, look at the sentences in (4f–i); note that the ill-formedness of (g) and (i) is not predicted by our generalization. In fact, our generalization predicts that sentence (4i) should be perfectly grammatical, since *himself* agrees in gender (masculine) with its antecedents *Gary* and *Kevin*. Yet there is clearly something wrong with this sentence. The hypothesis needs revision. It appears as if the anaphor must agree in gender and *number* with the antecedent. Number refers to the quantity of individuals involved in the sentence; English primarily distinguishes singular number from plural number. (5) reflects our revised hypothesis.

5) An anaphor must agree in gender and number with its antecedent.

If there is more than one person or object mentioned in the antecedent, then the anaphor must be plural (i.e., *themselves*).

Testing this against more data, we can see that this partially makes the right predictions (6a), but it doesn’t properly predict the acceptability of sentences (6b–e):

6) a) People from Tucson think very highly of themselves.
   b) *I gave yourself the bucket of ice cream.*
   c) I gave myself the bucket of ice cream.
   d) *She hit myself with a hammer.*
   e) She hit herself with a hammer.

Even more revision is in order. The phenomenon seen in (6b–e) revolves around a grammatical distinction called *person*. Person refers to the perspective of the speaker with respect to the other participants in the speech act. *First person* refers to the speaker. *Second person* refers to the addressee. *Third person* refers to people being discussed that aren’t participating in the
conversation. Here are the English pronouns associated with each person:

(Nominative refers to the case form the pronouns take when in subject position like I in “I love peanut butter”; accusative refers to the form they take when in object positions like me in “John loves me”. We will look at case in much more detail in chapter 9, so don’t worry if you don’t understand it right now.)

<table>
<thead>
<tr>
<th></th>
<th>Nominative</th>
<th>Accusative</th>
<th>Anaphoric</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>I</td>
<td>me</td>
<td>myself</td>
</tr>
<tr>
<td>2</td>
<td>you</td>
<td>you</td>
<td>yourself</td>
</tr>
<tr>
<td>3 masc</td>
<td>he</td>
<td>him</td>
<td>himself</td>
</tr>
<tr>
<td>3 fem</td>
<td>she</td>
<td>her</td>
<td>herself</td>
</tr>
<tr>
<td>3 neut</td>
<td>it</td>
<td>it</td>
<td>itself</td>
</tr>
</tbody>
</table>

As you can see from this chart, the form of the anaphor seems also to agree in person with its antecedent. So once again we revise our hypothesis (rule):

8) An anaphor must agree in person, gender and number with its antecedent.

With this hypothesis, we have a straightforward statement of the distribution of this noun type, derived using the scientific method. In the problem sets below, and in chapter 6, you’ll have an opportunity to revise the rule in (8) with even more data.

You now have enough information to try WBE2, and CPS2 & 3.

3.2 Sources of Data

If we are going to apply the scientific method to syntax, it is important to consider the sources of our data. One obvious source is in collections of either spoken or written texts. Such data are called corpora (singular: corpus). There are many corpora available, including some searchable through the internet. For languages without a literary tradition or ones spoken by a small group of people, it is often necessary for the linguist to go and gather data and compile a corpus in the field. In the early part of the last century, this was the primary occupation of linguists, and it is proudly carried on today by many researchers.

The linguist Heidi Harley reports in her blog⁴ on an example of using search engines to do linguistic analysis. Harley notes that to her ear, the