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Preface

The project for this book began in mid-2010. At that time, financial markets were in
distress and far from operating smoothly. The impact of the US real estate crisis could
still be felt and the sovereign debt crisis in some European countries was beginning
to emerge. Major central banks implemented measures to avoid a collapse of the
inter-bank market by providing liquidity. Given the massive financial book and real
losses sustained by investors, it was also a time when quantitatively managed funds
were in jeopardy and investors questioned the suitability of quantitative methods for
protecting their wealth from the severe losses they had made in the past.

Two years later not much has changed, though the debate on whether quantitative
techniques per se are limited has ceased. Hence, the modelling of financial risks
and the adequate allocation of wealth is still as important as it always has been, and
these topics have gained in importance driven by experiences since the financial crisis
started in the latter part of the previous decade.

The content of the book is aimed at these two topics by acquainting and famil-
iarizing the reader with market risk models and portfolio optimization techniques
that have been proposed in the literature. These more recently proposed methods are
elucidated by code examples written in the R language, a freely available software
environment for statistical computing.

This book certainly could not have been written without the public provision of
such a superb piece of software as R and the numerous package authors who have
greatly enriched this software environment. I therefore wish to express my sincere
appreciation and thanks to the R Core Team members and all the contributors and
maintainers of the packages cited and utilized in this book. By the same token, I
would like to apologize to those authors whose packages I have not mentioned. This
can only be ascribed to my ignorance of their existence. Second, I would like to
thank John Wiley & Sons, Ltd. for the opportunity to write on this topic, in particular
Ilaria Meliconi who initiated this book project in the first place and Heather Kay and
Richard Davies for their careful editorial work. A special thank belongs to Richard
Leigh for his meticulous and mindful copy-editing. Needless to say, any errors and
omissions are entirely my responsibility. Finally, I owe a debt of profound gratitude



xii PREFACE

to my beloved wife, Antonia, who while bearing the burden of many hours of solitude
during the writing of this book remained a constant source of support.

This book includes an accompanying website. Please visit www.wiley.com/
go/financial_risk

Bernhard Pfaff
Kronberg im Taunus

http://www.wiley.com/go/financial_risk
http://www.wiley.com/go/financial_risk
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1

Introduction

The period since the late 1990s has been marked by financial crises – the Asian crisis
of 1997, the Russian debt crisis of 1998, the bursting of the dot-com bubble in 2000,
the crises following the attack on the World Trade Center in 2001 and the invasion
of Iraq in 2003, the sub-prime mortgage crisis of 2007 and European sovereign debt
crisis since 2009 being the most prominent. All of these crises had a tremendous
impact on the financial markets, in particular an upsurge in observed volatility and a
massive destruction of financial wealth. During most of these episodes the stability
of the financial system was in jeopardy and the major central banks were more or less
obliged to take counter-measures, as were the governments of the relevant countries.
Of course, this is not to say that the time prior to the late 1990s was tranquil – in this
context we may mention the European Currency Unit crisis in 1992–1993 and the
crash on Wall Street in 1987, known as Black Monday. However, it is fair to say that
the frequency of occurrence of crises has increased during the last 15 years.

Given this rise in the frequency of crises, the modelling and measurement of
financial market risk have gained tremendously in importance and the focus of port-
folio allocation has shifted from the μ side of the (μ, σ ) medal to its σ side. Hence,
it has become necessary to devise and employ methods and techniques that are better
able to cope with the empirically observed extreme fluctuations in the financial mar-
kets. The hitherto fundamental assumption of independent and identically normally
distributed financial market returns is no longer sacrosanct, having been challenged
by statistical models and concepts that take the occurrence of extreme events more
adequately into account than the Gaussian model assumption does. As will be shown
in the following chapters, the more recently proposed methods of and approaches to
wealth allocation are not of a revolutionary kind, but can be seen as an evolutionary
development: a recombination and application of already existing statistical concepts
to solve finance-related problems. Sixty years after Markowitz’s seminal paper ‘Mod-
ern Portfolio Theory’, the key (μ, σ ) paradigm must still be considered as the anchor
for portfolio optimization. What has been changed by the more recently advocated

Financial Risk Modelling and Portfolio Optimization with R, First Edition. Bernhard Pfaff.
© 2013 John Wiley & Sons, Ltd. Published 2013 by John Wiley & Sons, Ltd.



4 MOTIVATION

approaches, however, is how the riskiness of an asset is assessed and how portfolio
diversification, that is, the dependencies between financial instruments, is measured,
and the definition of the portfolio’s objective per se.

The purpose of this book is to acquaint the reader with some of these recently
proposed approaches. Given the length of the book this synopsis must be selective,
but the topics chosen are intended to cover a broad spectrum. In order to foster the
reader’s understanding of these advances, all the concepts introduced are elucidated by
practical examples. This is accomplished by means of the R language, a free statistical
computing environment (see R Development Core Team 2012). Therefore, almost
regardless of the reader’s computer facilities in terms of hardware and operating
system, all the code examples can be replicated at the reader’s desk and s/he is
encouraged not only to do so, but also to adapt the code examples to her/his own
needs. This book is aimed at the quantitatively inclined reader with a background in
finance, statistics and mathematics at upper undergraduate/graduate level. The text
can also be used as an accompanying source in a computer lab class, where the
modelling of financial risks and/or portfolio optimization are of interest.

The book is divided into three parts. The chapters of this first part are primarily
intended to provide an overview of the topics covered in later chapters and serve
as a motivation for applying techniques beyond those commonly encountered in
assessing financial market risks and/or portfolio optimization. Chapter 2 provides a
brief course in the R language and presents the FRAPO package accompanying the
book. For the reader completely unacquainted with R, this chapter cannot replace
a more dedicated course of study of the language itself, but it is rather intended
to provide a broad overview of R and how to obtain help. Because in the book’s
examples quite a few R packages will be presented and utilized, a section on the
existing classes and methods is included that will ease the reader’s comprehension
of these two frameworks. In Chapter 3 stylized facts of univariate and multivariate
financial market data are presented. The exposition of these empirical characteristics
serves as motivation for the methods and models presented in Part II. Definitions used
in the measurement of financial market risks at the single-asset and portfolio level are
the topic of the Chapter 4. In the final chapter of Part I (Chapter 5), the Markowitz
portfolio framework is described and empirical artefacts of the accordingly optimized
portfolios are presented. The latter serve as a motivation for the alternative portfolio
optimization techniques presented in the Part III.

In Part II, alternatives to the normal distribution assumption for modelling and
measuring financial market risks are presented. This part commences with an exposi-
tion of the generalized hyperbolic and generalized lambda distributions for modelling
returns of financial instruments. In Chapter 7, the extreme value theory is introduced
as a means of modelling and capturing severe financial losses. Here, the block-maxima
and peaks-over-threshold approaches are described and applied to stock losses. Both
Chapters 6 and 7 have the unconditional modelling of financial losses in common.
The conditional modelling and measurement of financial market risks is presented in
the form of GARCH models – defined in the broader sense – in Chapter 8. Part II
concludes with a chapter on copulae as a means of modelling the dependencies
between assets.
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Part III commences by introducing robust portfolio optimization techniques as
a remedy to the outlier sensitivity encountered by plain Markowitz optimization. In
Chapter 10 it is shown how robust estimators for the first and second moments can
be used as well as portfolio optimization methods that directly facilitate the inclusion
of parameter uncertainty. In Chapter 11 the concept of portfolio diversification is
reconsidered. In this chapter the portfolio concepts of the most diversified, equal risk
contributed and minimum tail-dependent portfolios are described. In Chapter 12 the
focus shifts to downside-related risk measures, such as the conditional value at risk
and the draw-down of a portfolio. Chapter 13 is devoted to tactical asset allocation
(TAA). Aside from the original Black–Litterman approach, the concept of copula
opinion pooling and the construction of a wealth protection strategy are described.
The latter is a synthesis between the topics presented in Part II and TAA-related
portfolio optimization.

In the Appendix all the R packages cited and used are listed by name and topic.
Due to alternative means of handling longitudinal data in R, a separate chapter in the
Appendix is dedicated to the presentation of the available classes and methods. In
Appendix C it is shown how R can be invoked and employed on a regular basis for
producing back-tests, utilized for generating or updating reports and/or embedded in
an existing IT infrastructure for risk assessment/portfolio rebalancing. Because all of
these topics are highly custom-specific, only pointers to the R facilities are provided.
A section on the technicalities concludes the book.

The chapters in Parts Two and Three adhere to a common structure. First the
methods and/or models are presented from a theoretical viewpoint only. The following
section is reserved for the presentation of R packages and the last section in each
chapter contains applications of the concepts and methods previously presented. The
R code examples provided are written at an intermediate language level and are
intended to be digestible and easy to follow. Each code example could certainly be
improved in terms of profiling and the accomplishment of certain computations, but
at the risk of too cryptic a code design. It is left to the reader as an exercise to adapt
and/or improve the examples to her/his own needs and preferences.

All in all, the aim of this book is to enable the reader to go beyond the ordinarily
encountered standard tools and techniques and provide some guidance on when to
choose among them. Each quantitative model certainly has its strengths and draw-
backs and it is still a subjective matter whether the former outweigh the latter when it
comes to employing the model in managing financial market risks and/or allocating
wealth at hand. That said, it is better to have a larger set of tools available than to be
forced to rely on a more restricted set of methods.

Reference

R Development Core Team 2012 R: A Language and Environment for Statistical Computing
R Foundation for Statistical Computing Vienna, Austria. ISBN 3-900051-07-0.



2

A brief course in R

2.1 Origin and development

R is mainly a programming environment for conducting statistical computations and
producing high-level graphics (see R Development Core Team 2012). These two
areas of application should be interpreted widely, and indeed many tasks that one
would not normally directly subsume under these topics can be accomplished with
the R language. The website of the R project is http://www.r-project.org. The
source code of the software is published as free software under the terms of the GNU
General Public License (GPL; see http://www.gnu.org/licenses/gpl.html).

The R language is a dialect of the S language, which was developed by John
Chambers and colleagues at Bell Labs in the mid-1970s.1 At that time the software
was implemented as FORTRAN libraries. A major advancement of the S language
took place in 1988, following which the system was rewritten in C and functions
for conducting statistical analysis were added. This was version 3 of the S language,
referred to as S3 (see Becker et al. 1988; Chambers and Hastie 1992). At that stage
in the development of S, the R story commences (see Gentleman and Ihaka 1997). In
August 1993 Ross Ihaka and Robert Gentleman, both affiliated with the University
of Auckland, New Zealand, released a binary copy of R on Statlib, announcing it on
the s-news mailing list. This first R binary was based on a Scheme interpreter with
an S-like syntax (see Ihaka and Gentleman 1996). The name of R traces back to the
initials of the first names of Ihaka and Gentleman and is by coincidence a one-letter
abbreviation to the language in the same way as S is. The announcement by Ihaka and
Gentleman did not go unnoticed and credit is due to Martin Mächler of ETH Zürich,
who persistently advocated the release of R under GNU’s GPL. This then happened
in June 1995. Interest in the language grew by word of mouth, and as a first means of

1 A detailed account of the history of the S language is accessible athttp://www.stat.bell-
labs.com/S/history.html.

Financial Risk Modelling and Portfolio Optimization with R, First Edition. Bernhard Pfaff.
© 2013 John Wiley & Sons, Ltd. Published 2013 by John Wiley & Sons, Ltd.

http://www.r-project.org
http://www.gnu.org/licenses/gpl.html
http://www.stat.bell-labs.com/S/history.html
http://www.stat.bell-labs.com/S/history.html
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communication and coordination a mailing list was established in March 1996 which
was then replaced a year later by the electronic mail facilities that still exist today.
The growing interest in the project led to the need for a powerful distribution channel
for the software. This was accomplished by Kurt Hornik, at that time affiliated to
the Technische Universität in Vienna. The master repository for the software (known
as the ‘Comprehensive R Archive Network’ or CRAN) is still located in Vienna,
albeit now at the Wirtschaftsuniversität, and mirror server are spread all over the
globe. In order to keep pace with requested changes by users and the fixing of
bugs in a timely manner, a core group of R developers was set up in mid-1997. This
established framework and infrastructure is probably the reason why R has since made
such tremendous further progress. Users can contribute packages to solve specific
problems or tasks and hence advances in statistical methods and/or computations can
be swiftly disseminated. A detailed analysis and synopsis of the social organization
and development of R is provided by Fox (2009). The next milestone in the history
of language was in 1998, when John Chambers introduced a more formal class and
method framework for the S language (version 4), which was then adopted in R (see
Chambers 1998, 2008). This evolution explains the coexistence of S3- and S4-like
structures in the R language, and the user will meet them both in Section 2.4. More
recent advancements are the inclusion of support for high-performance computations
and a byte code compiler for R. From these humble beginnings, R has become the
lingua franca for statistical computing.

2.2 Getting help

It is beyond the scope of this book to provide the reader with an introduction to the
R language itself. Those who are completely new to R are referred to the manual An
Introduction to R, available on the project’s website under ‘Manuals’. The purpose
of this section is rather to provide the reader with some pointers on obtaining help
and retrieving the relevant information for solving a problem at hand.

As already indicated in the previous paragraph, the first resort for obtaining help
is by reading the R manuals. These manuals cover different aspects of R and the one
mentioned above provides a useful introduction to R. The following R manuals are
available, and their titles are self-explanatory:

� An Introduction to R

� The R Language Definition

� Writing R Extensions

� R Data Import/Export

� R Installation and Administration

� R Internals

� The R Reference Index
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These manuals can either be accessed from the project’s website or invoked from an
R session by typing

> help.start()

This function will load an HTML index file into the user’s web browser and local
links to these manuals appear at the top. Note that a link to the ‘Frequently Asked
Questions’ is included, as well as a ‘Windows FAQ’ if R has been installed under
Microsoft Windows.

Incidentally, in addition to these R manuals, many complementary tutorials
and related material can be accessed from http://www.r-project.org/other-

docs.html and an annotated listing of more than 100 books on R is available
at http://www.r-project.org/doc/bib/R-books.html. The reader is also
pointed to the The R Journal (formerly R News), which is a biannual publication
covering the latest developments in R and consists of articles contributed by users.

Let us return to the subject of invoking help within R itself. As shown above, the
function help.start() as invoked from the R prompt is one of the in-built help
facilities that R offers. Other means of accessing help are:

> ## Invoking the manual page of help() itself

> help()

> ## Help on how to search in the help system

> help("help.search")

> ## Help on search by partial matching

> help("apropos")

> ## Displaying available demo files

> demo()

> demo(scoping)

> ## Displaying available package vignettes

> ?vignette

> vignette()

> vignette("parallel")

The first command will invoke the help page for help() itself; its usage is described
therein and pointers given to other help facilities. Among these other facilities are
help.search(), apropos(), and demo(). If the latter is executed without argu-
ments, the available demonstration files are displayed and demo(scoping) then runs
the R code for familiarizing the user with the concept of lexical scoping in R, for
instance. More advanced help is provided in vignettes associated with packages. The
purpose of these documents is to show the user how the functions and facilities of a
package can be employed. These documents can be opened in either a PDF reader or
a web browser. In the last code line, the vignette contained in the parallel package is
opened and the user is given a detailed description of how parallel computations can
be carried out with R.

A limitation of these help facilities is, that with these functions only local
searches are conducted, so that the results returned depend on the R installation itself
and the contributed packages installed. To conduct an on-line search the function

http://www.r-project.org/other-docs.html
http://www.r-project.org/other-docs.html
http://www.r-project.org/doc/bib/R-books.html
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RSiteSearch() is available which includes searches in the R mailing lists (mailing
lists will be covered as another means of getting help in due course).

> ## Online search facilities

> ?RSiteSearch

> RSiteSearch("Portfolio")

> ## The CRAN package sos

> ## 1. Installation

> install.package("sos")

> ## 2. Loading

> library(sos)

> ## 3. Getting an overview of the content

> help(package = sos)

> ## 4. Opening the package’s vignette

> vignette("sos")

> ## 5. Getting help on findFn

> ?findFn

> ## 6. Searching online for ’Portfolio’

> findFn("Portfolio")

A very powerful tool for conducting on-line searches is the sos package (see
Graves et al. 2011). If the reader has not installed this contributed package by now,
s/he is recommended to do so. The cornerstone function is findFn() by which on-
line searches are conducted. In the example above, all relevant entries with respect
to the keyword ‘Portfolio’ are returned into a browser window and the rightmost
column contains a description of the entries with a direct web link.

As shown above, findFn() can be used for answering questions of the form
‘Can this be achieved with R?’ or ‘Has this already been implemented in R?’. In
this respect, given that at the time of this writing almost 3700 packages are available
on CRAN (not to speak of R-Forge), the ‘task view’ concept is beneficial. CRAN
packages that fit into a certain category, say ‘Finance’, are grouped together and each
is briefly described by the maintainer of the task view in question. Hence, the burden
of searching the archive for a certain package with which a problem or task can be
solved has been greatly reduced. Not only do the task views provide a good overview
of what is available, but with the CRAN package ctv (see Zeileis 2005) the user can
choose to install either the complete set of packages in a task view along with their
dependencies or just those considered to be core packages. A listing of the task views
can be found at http://cran.r-project.org/web/views/.

> install.packages("ctv")

> library(ctv)

> install.views("Finance")

As mentioned above, mailing lists are available, where users can post their
problem/question to a wide audience. An overview of those available is provided at
http://www.r-project.org/mail.html. Probably of most interest are R-help
and R-SIG-Finance. The former is a high-traffic list dedicated to general questions

http://cran.r-project.org/web/views
http://www.r-project.org/mail.html
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about R and the latter is focused on finance-related problems. In either case, before
submitting to these lists the user should adhere to the posting guidelines., which can
be found at http://www.r-project.org/posting-guide.html.

This section concludes with an overview of R conferences that have taken place
in the past and will most likely come around again in the future.

� useR!: This is an international R user conference and consists of keynote lec-
tures and user-contributed presentations which are grouped together by topic.
Finance-related sessions are ordinarily a part of these topics. The conference
started in 2004 on a biannual schedule in Vienna, but now takes place every
year at a different location. For more information, see the announcement at
http://www.r-project.org.

� R/Rmetrics: This annual conference started in 2007 and is solely dedicated
to finance-related subjects. The conference has recently been organized as
a workshop with tutorial sessions in the morning and user presentations in
the afternoon. The venue is Meielisalp, Lake Thune, Switzerland and the
conference usually takes place in the third week of June. More information is
provided at http://www.rmetrics.org.

� R in Finance: Akin to the R/Rmetrics workshop, this conference is also solely
dedicated to finance-related topics. It is a two-day event held annually during
spring in Chicago at the University of Illinois. Optional pre-conference tutorials
are given and the main conference consists of keynote speeches and user-
contributed presentations.

� DSC: DSC stands for ‘Directions in Statistical Computing’ and, as its name
indicates, is targeted at developers of statistical software. As such, the confer-
ence is not confined to R itself, though the lion’s share of topics do relate to
advances in this language.

2.3 Working with R

By default, R is provided with a command line interface (CLI). At first sight, this might
be perceived as a limitation and as an antiquated software design. This perception
might be intensified for novice users of R. However, the CLI is a very powerful tool
that gives the user direct control over calculations. The dilemma is that most probably
only experienced users of R with a good command on the language might share this
view on working with R, but do you become a proficient R user in the first place? In
order to solve this puzzle and ease the new user’s way on this learning path, several
graphical user interfaces (GUIs) and/or integrated development environments (IDEs)
are available. Incidentally, it is possible to make this rather rich set of eye-catching
GUIs and IDEs available because R is provided with a CLI in the first place, and all
of them are factored around it.

In this section some of the platform-independent GUIs and IDEs are presented,
acknowledging the fact that R is shipped with a GUI on the Microsoft Windows

http://www.r-project.org/posting-guide.html
http://www.r-project.org
http://www.rmetrics.org
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operating system only. The listing below is in alphabetical order and does not advocate
the usage of one GUI/IDE framework over another, for good reasons. Deciding which
system to use is a matter of personal preference and taste. Therefore, the reader is
invited to inspect each of the GUIs and IDEs presented and then choose whichever
is to his liking.

1. Eclipse: Eclipse is a Java-based IDE and was first designed as an IDE for
this language. More information about Eclipse are available on the project’s
website at http://www.eclipse.org/. Since then many modules/plug-ins
for other languages have been made available. The plug-in for R is called
StatET and is distributed via http://www.walware.de/goto/statet.
Instructions for installing and configuring this module into Eclipse
can be found on this website. Further on-line guidance is available
elsewhere.

2. Emacs/ESS: GNU Emacs is an extensible and customisable text editor, which
at its core is an interpreter for the Emacs Lisp language. The project’s website
is http://www.gnu.org/software/emacs/. Derived from this editor are
the distributions XEmacs (http://www.xemacs.org), where the ‘X’ in-
dicates the X window system of Unix/Linux platforms, and Aquamacs
(http://aquamacs.org/) for Mac OS X only. Similar to Eclipse, the
connection between this editor and R is established by means of a mod-
ule, ESS, which stands for Emacs Speaks Statistics. The project’s website is
http://ess.r-project.org/ where this Lisp module can be downloaded
and installation instructions are available. A strength of ESS is that other
statistical packages such as S-PLUS, SAS, Stata, OpenBUGS and JAGS are
also supported. A dedicated mailing list for ESS is available in the ‘Getting
help’ section of the website cited above. Users working in Microsoft Windows
might be interested in the prepackaged Emacs/ESS version made available by
Vincent Goulet: http://vgoulet.act.ulaval.ca/en/emacs/.

3. JGR: In contrast to Eclipse and Emacs/ESS, JGR is a GUI rather than an
IDE for R. Like Eclipse, it is based on Java, and ‘JGR’ stands for Java Gui
for R. The project’s website is http://rforge.net/JGR, where installation
instructions can be found for Microsoft Windows, Mac OS X and Linux
platforms.

4. RStudio: The latest addition to platform-independent GUIs/IDEs is RStudio.
The software is hosted at http://www.rstudio.org/ and is distributed
under the AGPLv3 license. A feature of this IDE is that it can be either
installed as a desktop application or run on a server, where users can access
RStudio via a web browser.

5. Vim: Last, but not least, there is an R plug-in for the Vim editor available. The
Vim editor itself has been available for more than twenty years. The software
is hosted at http://www.vim.org/ and is based on the Unix vi editor. The
R plug-in is contained in the section ‘Scripts’.

http://www.eclipse.org
http://www.walware.de/goto/statet
http://www.gnu.org/software/emacs
http://www.xemacs.org
http://aquamacs.org
http://ess.r-project.org
http://vgoulet.act.ulaval.ca/en/emacs
http://rforge.net/JGR
http://www.rstudio.org
http://www.vim.org
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Further information about R GUIs and IDEs can be found at http://www.
sciviews.org/_rgui/, where a synopsis of available GUIs and IDEs is provided,
some of which are platform-dependent. This is quite an extensive listing, and software
solutions that might not appear as a GUI, such as a web service, are included too.
Furthermore, the reader can subscribe to a special interest group mailing list, R-
SIG-GUI, by following the instructions at https://stat. ethz.ch/mailman/

listinfo/r-sig-gui.

2.4 Classes, methods and functions

In this section a concise introduction to the two flavours of class and method defi-
nitions in R is provided. The first class and method mechanism is referred to as S3
and the second as S4. Because the S4 classes and methods were included in R at a
later stage in its development cycle (since version 1.4.0), S3 classes and methods are
sometimes also called old-style classes and methods. Detailed accounts of these class
and method schemes are provided in Becker et al. (1988) and Chambers and Hastie
(1992) for S3 and in Chambers (1998, 2008) for S4. In addition to these sources,
the manual pages for classes and methods can be inspected by typing ?Classes and
?Methods, respectively. The need to familiarize oneself with these class and method
concepts is motivated by the fact that nowadays contributed R packages utilize either
one or the other concept and in some packages a link between the class and method
definitions of either kind is established. It should be noted that there are also R pack-
ages in which neither concept of object-oriented programming has been employed
at all in the sense of new class and/or method definitions, and such packages can be
viewed as collections of functions only.

Before each of the two concepts is discussed, the reader should recall that every-
thing in R is an object, that a class is the definition of an object, and that a method
is a function by which a predefined calculation or manipulation is carried out on
the object. Furthermore, there are generic functions which have the sole purpose of
determining the class of the object and associating the appropriate method to it. If
no specific method can be associated to an object, a default method will be called as
a fall-back. Generic functions can therefore be viewed as an umbrella under which
all available class-specific methods are collected. The difference between S3 and
S4 classes/methods lies in how a certain class is associated to an object and how a
method is dispatched to it.

Because R is a dialect of the S language, S3 objects, classes and methods have
been available since the very beginning of R, almost 20 years ago. The assignment
of a class name and the method dispatch in this scheme are rather informal and hence
very simple to implement. No formal requirements on the structure of an S3 class
objects are necessary, it is just a matter of adding a class attribute to an object. How
swiftly such an attribute can be added to an object and/or changed is shown in the
following in-line example:

> x <− 1:5

> x

http://www.sciviews.org/_rgui/
http://stat.ethz.ch/mailman/listinfo/r-sig-gui
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