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Figure 1.1 General RBF-NN [97]. The input and output layers perform functions similarly to a normal neural network. The hidden layer uses the RBF kernel, denoted as its activation function as shown in Equation 1.4.

Figure 1.2 Principle of kernel PCA. (a) nonlinear in input space. (b) high-dimensional feature space corresponding to nonlinear input space. The contour lines of constant projections generate the principal eigenvectors. Kernel PCA does not actually require $\Phi$ to be mapped into $F$. All necessary computations are executed through the use of a kernel function $k$ in input space $\mathbb{R}^2$.

Figure 1.3 Significant research publications in various fields of KA and kernel selection for offline learning. Works related to neural network, SVM, PCA, and kernel selection are displayed according to citation number versus publishing year.

Figure 1.4 The composition of the multiple databases. The multiple databases include distributed databases and single databases, which are stored on different storage spaces connected within a network. Three key attributes of the multiple databases are (i) simultaneous access and modification, (ii) extraction from huge amounts, and (iii) distributed clustering/classification.

Figure 1.5 Several pregenerated kernels are trained to access different features in several distributed databases. The output of this kernel network is a sum of the kernel functions that maps to the data of interest. The summation and biasing make this method behave similarly to a neural network [178].

Figure 1.6 Online kernel-based learning algorithm. As a new training sample is added, the kernel is updated on the basis of the online learning algorithms described in the following section.
Figure 1.7  Key papers for Kernel Online learning based on the number of citations for the years 1998–2013, for principal component analysis (PCA), support vector machine (SVM), neural network (NN), autoregressive moving average (ARMA), and finite-state model (FSM).

Figure 1.8  Online NN learning algorithm. An artificial neural network consists of input, hidden, and output layers interconnected with directed weights \( w \), where \( W_{ij} \) denotes the input-to-hidden layer weights at the hidden neuron \( j \) and \( w_{jk} \) denotes the hidden-to-output layer weights at the output neuron \( k \) [218].

Figure 1.9  Scheme for naïve online SVM classification. The input data are mapped to the kernel Hilbert space, and the hyperplane is generated as in offline SVM. If an optimal solution cannot be found, a new kernel is selected. The process repeats for newly incoming data.

Figure 1.10  Online KPCA diagram. In the initial (offline) training phase, the initial kernel parameters and eigen-feature space are calculated. As new training sets are introduced, incremental (online) adjustments are made to the parameters and an updated eigen-space is generated.

Figure 1.11  Linear predictor with an initial kernel mapping. The input data is mapped from its original space to a new Hilbert space where \( x(n) \) is linear, by the function \( \Phi \) to allow for the use of the kernel trick. The model is optimized by minimized the function \( e(N) \), which is the difference in the current and previous predicted value.

Figure 1.12  For processing a nonlinear time series, a kernelized Kalman filter is an optimal way to execute the Kalman filter. With a nonlinear series \( x_k \) and an associated series \( x_k^\phi \), \( x_k \) is mapped to \( x_k^\phi \) by the nonlinear map \( \Phi : R^d \rightarrow H \), where \( R^d \) is the input space, \( H \) is the feature space, and \( [\Phi(X), \Phi(Y)] = k(x,y) \).

Figure 1.13  A kernel autoregressive moving average (KARMA) model with online learning for tracking of hand movement.

Figure 2.1  The computation time comparison between KPCA, SKFA, AKFA, and PC-KFA as the data size increases.

Figure 3.1  Distributed colonography with distributed image databases for colon cancer diagnosis. The hosting server collects and analyzes databases from different institutions and groups them into assembled databases.
Figure 3.2  The concept of group kernel feature analysis. The proposed criteria are to determine the nature of database by (i) decomposition, (ii) classification by heterogeneity, and (iii) combination.  74

Figure 3.3  Relationship of the criteria to determine homogenous and heterogeneous degree.  77

Figure 3.4  The steps to choose the basic kernel matrix $P'$ and the updating process according to the elements $rf$.  77

Figure 3.5  The training flow chart of reclustered databases due to the heterogeneous nature.  79

Figure 3.6  Group kernel feature analysis (GKFA). The first two steps 1 and 2 are the same as in Fig. 3.2. Step 3 of Fig. 3.2 is illustrated here for assembled databases through kernel choice in the composite kernel by Sections 3.4.1 and 3.4.2.  82

Figure 3.7  The overall GKFA steps of newly assembled databases.  83

Figure 3.8  The computation time comparison between KPCA, KFA, and GKFA as the data size increases.  91

Figure 4.1  Developed CAD for CTC at 3D imaging group at Harvard Medical School [5].  98

Figure 4.2  Criteria concept for homogeneous and heterogeneous online data.  103

Figure 4.3  Overall flow of online data training using HBDA with PC-KFA.  105

Figure 4.4  Online decomposition for heterogeneous sequences.  106

Figure 4.5  Training of online datasets acquired over long-term sequences.  107

Figure 4.6  The ROC performance of offline data using PC-KFA.  109

Figure 4.7  The online dataset sequences of Table 4.4.  110

Figure 4.8  Long-term data sequence used to evaluate online learning. The horizontal axis denotes the ratio of number of online data to number of offline data. The vertical axis denotes the number of total data processed using online HBDA with PC-KFA. The three long sequences are labeled as “Large Online Data,” “Medium Online Data,” and “Small Online Data,” which were used corresponding to offline training dataset size of 750, 937, and 1250, respectively.  113
Figure 4.9  Alignment factors for long-term sequences. The horizontal axis denotes the progress of the online HBDA (PC-KFA) with time (ratio of online and offline training). The solid lines denoted the mean value of the observed AF value, while the dashed lines show the range of observed AF.

Figure 4.10  AUC of Receiver operating Characteristics for three long-term sequences. The horizontal axis denotes the progress of the online HBDA (PC-KFA) with time (ratio of online-to-offline training).

Figure 4.11  Accuracy versus ratio of online data to offline data.

Figure 4.12  Computational time for online HBDA with offline PC-KFA.

Figure 5.1  A concept of Cloud Colonography with distributed image databases for colon cancer diagnosis. The cloud server hosting will collect distributed databases from different institutions and group them using KA.
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Figure 5.3  A concept of AMD. The proposed kernel framework combines the Cloud Colonography datasets by analyzing the images of polyps with nonlinear big feature space.
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Kernel methods have been extensively studied in pattern classification and its applications for the past 20 years. Kernel may refer to diverse meanings in different areas such as Physical Science, Mathematics, Computer Science, and even Music/Business. For the area of Computer Science, the term “kernel” is used in different contexts (i) central component of most operating systems, (ii) scheme-like programming languages, and (iii) a function that executes on OpenCL devices. In machine learning and statistics, the term kernel is used for a pattern recognition algorithm. The kernel functions for pattern analysis, called kernel analysis (KA), is the central theme of this book. KA uses “kernel trick” to replace feature representation of data with similarities to other data. We will cover KA topics ranging from the fundamental theory of kernel functions to applications. The overall structure starts from Survey in Chapter 1. On the basis of the KA configurations, the remaining chapters consist of Offline KA in Chapter 2, Group KA in Chapter 3, Online KA in Chapter 4, Cloud KA in Chapter 5, and Predictive KA in Chapter 6. Finally, Chapter 7 concludes by summarizing these distinct algorithms.

Chapter 1 surveys the current status, popular trends, and developments on KA studies, so that we can oversee functionalities and potentials in an organized manner:

- Utilize KA with different types of data configurations, such as offline, online, and distributed, for pattern analysis framework.
- Adapt KA into the traditionally developed machine learning techniques, such as neural networks (NN), support vector machines (SVM), and principal component analysis (PCA).
- Evaluate KA performance among those algorithms.

Chapter 2 covers offline learning algorithms, in which KA does not change its approximation of the target function, once the initial training phase has been absorbed. KA mainly deals with two major issues: (i) how to choose the appropriate kernels for offline learning during the learning phase, and (ii) how to adopt KA into the traditionally developed machine learning techniques such as NN, SVM, and PCA, where the (nonlinear) learning data-space is placed under the linear space via kernel tricks.

Chapter 3 covers group KA as a data-distributed extension of offline learning algorithms. The data used for Chapter 3 is now extended into several databases. Group KA for distributed data is explored to demonstrate the big-data analysis with the comparable performance of speed and memory usages.