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Foreword and Endorsements

As plants are pushed beyond nameplate, it is increasingly obvious that the importance of
process control has grown to the point where it is the single biggest leverage point for
increasing manufacturing capacity and efficiency. The process engineer, who is best posed
to use his process knowledge for getting the most from better control, typically has had
just a single course in control. Furthermore, the approach was based on theory rather than
on practice, and was immersed in the frequency domain. Real processes are diverse and
complex and the view into their behavior is by means of real time trend recordings. This
book provides a building block real time approach to understanding and improving process
control systems. Practical examples and workshops using models drive home the points
and make the principles much more accessible and applicable.

—Gregory K. McMillan, Principal Consultant, CDI Process & Industrial, Emerson

At the undergraduate chemical engineering level, the traditional, highly mathematical
approach misses the point of what knowledge of control and dynamics the practicing
process engineer requires. If BS graduates in chemical engineering simply understood the
basics of time based process dynamics and control (capacitance, dead time, PID control
action and controller tuning, inventory, throughput, and distillation control), the impact on
process design and plant operations throughout the CPI would be immense. Today, these
skills are among the least developed in BS chemical engineering graduates, despite hav-
ing taken the requisite traditional process control course. This text is particularly suitable
for any college, university, or technical training program seeking to provide its gradu-
ates with a truly practical and applied background in process dynamics and control. With
today’s widespread commercial availability of high fidelity process simulation software,
the understanding gained from this text can be immediately and directly applied.
—Thomas C. Hanson, Senior Process Modeling and
Advanced Process Control Specialist, Praxair, Inc.

Several years ago, a recruiter from a major chemical company told me that his company
was hesitant to interview students that indicated a first preference in the area of process
control because his company ‘did not have any jobs that made use of Laplace transforms
and frequency domain skills’. This was an excellent example of the mismatch between what
is frequently taught in universities, and what often gets applied in industry. After teaching
chemical process control for over 30 years, I feel strongly that good process control is
synonymous with good chemical engineering. Industry would be well served if all chemical
engineering graduates, regardless of career paths, had a better, more practical working
knowledge of process dynamics and control. I think the approach taken in this text is right
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on target, and is consistent with how we teach at the University of Tennessee. It provides
a good hands-on feel for process dynamics and process control, but more importantly,
it presents these concepts as fundamentals of chemical engineering. For undergraduate
programs looking to transition away from the traditional mathematical-based approach to
a more applied, hands-on approach, this text will be an invaluable aid.

—Charles F. Moore, Professor of Chemical Engineering, University of Tennessee

What BS degree chemical engineers need is a base level understanding of differential
equations, process dynamics, dynamic modeling of the basic unit operations (in the time
domain), basic control algorithms (such as PID), cascade structures and feed forward
structures. With these basic tools and an understanding of how to apply them, they can
solve most of their control problems themselves. What they do not need is the theory and
mathematics that usually surround the teaching of process control such as frequency domain
analysis. Graduate education in process control is the place to introduce these concepts.
—James J. Downs, Senior Engineering Associate, Eastman Chemical Company

The control engineering profession has produced shelves of books. For the most part they
have been written to support academic courses and are authored by lecturers who teach
the subject using theory not relevant to the process industry and mathematics that most
students find daunting. This book belongs on the shelf labelled ‘Process Control for Process
Engineers’. It is one of a hopefully growing collection written by authors who recognize
that the practical application of control techniques in the process industry is a quite different
subject.

The money invested in process control by the process industry has grown substantially
over the last few decades. Now around a quarter of the construction cost of a modern
plant is associated with its control and optimization. The industry needs professionals
that properly understand the technology and what it can achieve. But highly theoretical
courses dissuade most process engineering graduates from entering the control engineering
profession. Those that do find rewarding that they can have an almost immediate impact on
process performance.

This book provides a valuable introduction. It will help students appreciate the true nature
of the subject and enable them to make an informed decision about whether to follow it in
depth.

—Myke King, Director WhiteHouse Consulting, England



Preface

For decades, the subject of control theory has been taught using transfer functions,
frequency-domain analysis and Laplace transform mathematics. For linear systems — like
those from the electromechanical areas from which these classical control techniques
emerged — this approach is well suited. As an approach to the control of chemical processes,
which are often characterized by non-linearity and large doses of dead time, classical control
techniques have some limitations.

In today’s simulation-rich environment, the right combination of hardware and software
is available to implement a ‘hands-on’ approach to process control system design. Engineers
and students alike are now able to experiment on virtual plants that capture the important
non-idealities of the real world and readily test even the most outlandish of control structures
without resorting to non-intuitive mathematics or to placing real plants at risk.

Thus, the basis of this text is to provide a practical, hands-on introduction to the topic of
process control by using only time-based representations of the process and the associated
instrumentation and control. We believe this book is the first to treat the topic without
relying at all upon Laplace transforms and the classical, frequency-domain techniques. For
those students wishing to advance their knowledge of process control beyond this first,
introductory exposure, we highly recommend understanding, even mastering, the classical
techniques. However, as an introductory treatment of the topic, and for those chemical
engineers not wishing to specialize in process control, but rather to extract something
practical and applicable, we believe our approach hits the mark.

This text is organized into a framework that provides relevant theory, along with a
series of hands-on workshops that employ computer simulations that test and allow for
exploration of the theory. Chapter 1 provides a historical overview of the field. Chapter 2
introduces the very important and often overlooked topic of instrumentation. In Chapter 3,
we ground the reader in some of the basics of single input/single output (SISO) systems.
Feedback control, the elements of control loops, system dynamics including capacitance
and dead time and system modelling are introduced here. Chapter 4 highlights the various
PID control modes and provides a framework for understanding control loop design and
tuning. Chapter 5 focuses specifically on tuning. Armed with an understanding of feedback
control, control loop structures and tuning, Chapter 6 introduces some more advanced
control configurations including feed forward, cascade and override control. Chapter 7
provides some practical rules of thumb for designing and tuning the more common control
loops found in industry. In Chapter 8, we tackle a more complex control problem: the
control of distillation columns. As with the rest of this text, a combination of theory
and applied methodology is used to provide a practical treatment to this complex topic.
Chapter 9 introduces the concept of multiple loop controllers. In Chapter 10, we take a
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look at some of the important issues relating to the plant-wide control problem. New in
the third edition, Chapter 11 provides an introduction to Model Predictive Control (MPC).
Also in this third edition, we have included a brief overview of the Fieldbus industrial
network system, included in the Appendix. Finally, up-to-date information on computer
simulation for the workshops and powerpoint slides can be found on the book web site
http://www.wiley.com/go/svrcek-real-time-3e.

While this text is designed as an introductory course on process control for senior
university students in the chemical engineering curriculum, we believe this text will serve
as a valuable desk reference for practicing chemical engineers and as a text for technical
colleges.

We believe the era of real-time, simulation-based instruction of chemical process control
has arrived. We hope you’ll agree! We wish you every success as you begin to learn
more about this exciting and ever-changing field. Your comments on and suggestions for
improving this textbook are most welcome.


http://www.wiley.com/go/svrcek-real-time-3e
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1

A Brief History of Process Control
and Process Simulation

In order to gain an appreciation for process control and process simulation it is important
to have some understanding of the history and motivation behind the development of both
process control and process simulation. Rudimentary control systems have been used for
centuries to help humans use tools and machinery more efficiently, effectively and safely.
However, only in the last century has significant time and effort been devoted to developing
a greater understanding of controls and sophisticated control systems, a requirement of
the increased complexity of the processes to be controlled. The expansion of the controls
field has driven the growth of steady-state and dynamic process simulation from relative
obscurity to the indispensable and commonplace tool that it is today, in particular in the
development of operator training systems and the validation of complex control strategies.

1.1 Process Control

Feedback control can be traced back as far as the early third century BC [1,2]. During this
period, Ktesibios of Alexandria employed a float valve similar to the one found in today’s
automobile carburettors to regulate the level in the water clocks of that time [3]. Three
centuries later, Heron of Alexandria described another float valve water level regulator
similar to that used in toilet water tanks [1]. Arabic water clock builders used this same
control device as late as 1206. The Romans also made use of this first control device in
regulating the water levels in their aqueducts. The level-regulating device or float valve
remained unknown to Europeans and was reinvented in the eighteenth century to regulate
the water levels in steam boilers and home water tanks.

The Europeans did, however, invent a number of feedback control devices, namely the
thermostat or bimetallic temperature regulator, the safety relief valve, and the windmill
fantail. In 1620, Cornelis Drebbel [3], a Dutch engineer, used a bimetallic temperature

A Real-Time Approach to Process Control, Third Edition. William Y. Svrcek, Donald P. Mahoney and Brent R. Young.
© 2014 John Wiley & Sons, Ltd. Published 2014 by John Wiley & Sons, Ltd.



2 A Real-Time Approach to Process Control

regulator to control the temperature of a furnace. Denis Papin [3], in 1681, used weights on
a pressure cooker to regulate the pressure in the vessel. In 1745, Edmund Lee [1] attached a
fantail at right angles to the main sail of a windmill, thus always keeping the main windmill
drive facing into the wind. It was not until the Industrial Revolution, particularly in England,
that feedback devices became more numerous and varied.

One-port automata (open loop) evolved as part of the Industrial Revolution and focused
on a flow of commands that mechanized the functions of a human operator. In 1801, Joseph
Farcot [4] fed punched cards past a row of needles to program patterns on a loom, and in
1796, David Wilkinson [5] developed a copying lathe with a cutting tool positioned by a
follower on a model. Oliver Evans [3] built a water-powered flourmill near Philadelphia, in
1784, using bucket and screw conveyors to eliminate manual intervention. Similarly, biscuit
making was automated for the Royal Navy in 1833, and meat processing was mechanized in
America during the late 1860s. Henry Ford used the same concept for his 1910 automobile
assembly plant automation. Unit operations, pioneered by Allen Rogers of the Pratt Institute
[5] and Arthur D. Little of MIT [5], led to continuous chemical processing and extensive
automation during the 1920s.

The concept of feedback evolved along with the development of steam power and steam-
powered ships. The valve operator of Humphrey Potter [6] utilized piston displacement
on a Newcomen engine to perform a deterministic control function. However, the fly
ball governor designed by James Watt [7] in 1769 modulated steam flow to overcome
unpredictable disturbances and became the archetype for single-loop regulatory controllers.
Feedback was accompanied by a perplexing tendency to overshoot the desired operating
level, particularly as controller sensitivity increased. The steam-powered steering systems
of the ships of the mid-1800s used a human operator to supply feedback, but high rudder
positioning gain caused the ship to zigzag along its course. In 1867, Macfarlane Gray [1]
corrected the problem with a linkage that closed the steering valve as the rudder approached
the desired set point. In 1872, Leon Farcot [1] designed a hydraulic system such that
a displacement representing rudder position was subtracted from the steering position
displacement, and the difference was used to operate the valve. The helmsman could then
indicate a rudder position, which would be achieved and maintained by the servo motor.

Subsequent refinements of the servo principle were largely empirical until Minorsky [8],
in 1922, published an analytical study of ship steering which considered the use of propor-
tional, derivative and second derivative controllers for steering ships and demonstrated how
stability could be determined from the differential equations. In 1934 Hazen [9] introduced
the term ‘servomechanism’ for position control devices and discussed the design of control
systems capable of close tracking of a changing set point. Nyquist [10] developed a general
and relatively simple procedure for determining the stability of feedback systems from the
open loop response, based on a study of feedback amplifiers.

Experience with and the theories of mechanical and electrical systems were, therefore,
available when World War II created a massive impetus for weapon controls. While the
eventual social benefit of this and subsequent military efforts is not without merit, the nature
of the incentives emphasizes the irony seen by Elting Morison [11]. Just as we attain a
means of ‘control over our resistant natural environment we find we have produced in the
means themselves an artificial environment of such complexity that we cannot control it’.

Although the basic principles of feedback control can be applied to chemical processing
plants as well as to amplifiers or mechanical systems, chemical engineers were slow to
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adapt the wealth of control literature from other disciplines for the design of process control
schemes. The unfamiliar terminology was one major reason for the delay, but there was also
the basic difference between chemical processes and servomechanisms, which delayed the
development of process control theory and its implementation. Chemical plants normally
operate with a constant set point, and large-capacity elements help to minimize the effect
of disturbances, whereas these would tend to slow the response of servomechanisms.
Time delay or transport lag is frequently a major factor in process control, yet it is rarely
mentioned in the literature on servomechanisms. In process control systems, interacting
first-order elements and distributed resistances are much more common than second-order
elements found in the control of mechanical and electrical systems. These differences made
many of the published examples of servomechanism design of little use to those interested in
process control.

A few theoretical papers on process control did appear during the 1930s. Notable among
these was the paper by Grebe, Boundy and Cermak [12] that discussed the problem of pH
control and showed the advantages of using derivative action to improve controller response.
Callender, Hartree, and Porter [13] showed the effect of time delay on the stability and speed
of response of a control system. However, it was not until the mid-1950s that the first texts
on process control were published by Young, in 1954 [14], and Ceaglske, in 1956 [15].
These early classical process control texts used techniques that were suitable prior to the
availability of computers, namely frequency response, Laplace transforms, transfer function
representation and linearization. Between the late 1950s and the 1970s many texts appeared,
generally following the pre-computing classical approach, notably those by Eckman [16],
Campbell [17], Coughanowr and Koppel [18], Luyben [19], Harriott [20], Murrill [21]
and Shinskey [22]. Process control became an integral part of every chemical engineering
curriculum.

Present-day process control texts that include Marlin [23], Seborg et al. [24], Smith [25],
Smith and Corripio [26], Riggs [27] and Luyben and Luyben [28] have to some extent used
a real-time approach via modelling of the process and its control structure using MATLAB
Simulink [29] and Maple [30] to provide a solution to the set of differential equations, thus
viewing the real-time transient behaviour of the process and its control system.

A book by King [31] titled Process Control: A Practical Approach is aimed at the
practising controls engineer. It, like this text, focuses on the practical aspects of process
control. This book is an excellent addition to the practising controls engineer’s library.

The availability of minicomputers in the late 1950s and early 1960s provided the impetus
for the use of these computers for centralized process control (DC). For instance the IBM
1800 of that time was equipped with a hardware interface that could convert measured
temperatures, flows and so on (analog signals) to the required digital signals (PID). A
number of early installations were only digital computer-based data loggers (Figure 1.1).
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Figure 1.1 Digital computer-based data logger of the late 1950s and 1960s.
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Figure 1.2 Schematic of centralized digital computer control structures.
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Figure 1.3 Schematic of supervisory digital control systems of the 1970s.

The first computer-based central control system [2] was installed in 1959 at the Texaco Port
Arthur, Texas refinery, and was based on an RW-300 from Ramo-Woolridge (Figure 1.2).
During the following decade a number of centralized digital control systems were installed
in chemical plants and refineries [32]. These installations for the most part were supervisory
(Figure 1.3) because these facilities could not risk a digital computer failure without a
conventional reliable single-loop control structure as a back-up.

In 1975, both Honeywell and Yokogawa provided the first distributed control system
(DCS) [2] (Figure 1.4). Over the next decade virtually all the control hardware providers
developed and offered a DCS.

The fluid-processing industries quickly adopted this combination of hardware and
software. This approach to process control offered a natural extension to the typical
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Figure 1.4 Schematic of a modern distributed control system (DCS).
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process/plant SISO control loops. The plant controllers and measurements were not cen-
trally located but ‘distributed’ throughout the plant. Hence, basic control is achieved at
the local loop level. These local controllers and local measurements are then connected
via a communication network for monitoring and display to a central control room. A
central aspect of the current DCSs is the quality and detail of the plant equipment hardware
displays, the process measured and controlled variable displays.

Figure 1.2 is a schematic of a centralized digital control structure while Figure 1.4 shows
the structure of a typical DCS. The obvious difference is the distribution of controllers as
groups of digital controllers, that is, only the key loops are backed up with a SISO loop. The
DCS has the major advantage that even if the central processor should fail the underlying
control system continues to function.

DCS hardware will be discussed further in Chapter 2. DCS software has developed to
the point of providing advanced control strategies such as MPC and DMC, detailed graphic
displays and user programming capability — in other words, very operator friendly.

1.2 Process Simulation

Prior to the 1950s, calculations had been done manually! on mechanical or electronic
calculators. In 1950, Rose and Williams [33] wrote the first steady-state, multistage binary
distillation tower simulation program. The total simulation was written in machine language
on an IBM 702, a major feat with the hardware of the day. The general trend through the
1950s was steady-state simulation of individual units. The field was moving so rapidly that
by 1953 the American Institute of Chemical Engineers (AIChE) had the first annual review
of Computers and Computing in Chemical Engineering. The introduction of FORTRAN by
IBM in 1954 provided the impetus for the chemical process industry to embrace computer
calculations. The 1950s can be characterized as a period of discovery [34].

From the early 1960s to the present day, steady-state process simulation has moved from
a tool used only by experts to a software tool used daily to perform routine calculations.
This was made possible by the advances in computing hardware, most significant of which
has been the proliferation of powerful desktop computers [personal computers (PCs)], the
development of Windows-based systems software and the development of object-oriented
programming languages. This combination of inexpensive hardware and system tools has
led to the proliferation of exceptionally user-friendly and robust software tools for steady-
state process simulation and design. Dynamic simulation naturally developed along with
the steady-state simulators [35]. Figure 1.5 presents a summary of the growth of dynamic
process simulation.

During the 1960s, the size of the analog computer controlled the size of the simulation.
These analog computers grew from a few amplifier systems to large systems of a hundred
or more amplifiers and finally in the late 1960s to hybrid computers [36]. It was recognized
very early that the major disadvantages of analog computers were problem size and dynamic
range, both of which were limited by hardware size. Hybrid computers were an attempt to

! Using a slide rule.
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Figure 1.5 Development of dynamic process simulators.

mitigate some of these problems. However, hybrid computers of the late 1960s and early
1970s still had the following problems that limited their general acceptance [36]:

1. Hybrid computers required detailed knowledge of operation for both analog and digital
computers. This translated into long training periods® before an engineer was able to
work with the hybrid computer.

2 One week or more.
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2. Hybrid computer simulations were composed of two parts, the analog and digital com-
puter portions. This made debugging complicated since both parts had to be debugged
and then integrated.

3. Documentation was required for both parts of the hybrid simulation, analog and digital.
The analog part was documented by using wiring diagrams. These wiring diagrams
quickly became outdated as changes were made to the analog board that were not
always added to the wiring diagram.?

4. Simulations using hybrid computers were extremely time consuming. An engineer had
to reserve time in the hybrid simulation lab and work in this lab in order to solve
the problem. This time was devoted entirely to solving one problem and removed the
engineer from other effective work.

5. For the majority of simulations, hybrid computers were more expensive to use when
compared to digital computers.

Engineers were searching for a dynamic simulator that paralleled steady-state simulators
being developed during the late 1960s and early 1970s. Early attempts simply moved the
analog to a digital formation (CSMPs, Pactolus, etc.) by providing numerical integration
algorithms and a suitable programming syntax. Latter versions of these block-oriented
dynamic simulators provided more functionality and an improved programming method-
ology. This approach resulted in various continuous system simulation languages (CSSLs)
of which ACSL [37] is the most widely used.

Parallel to the previous approach has been the development of equation-based numerical
solvers like SPEEDUP [38]. These tools are aimed at the specialist who has considerable
experience in using the tool, knows how to model various processes in terms of their
fundamental equations and is willing to spend considerable time entering code and data
into input files, which are compiled, edited and debugged before they yield results of
time plots for selected variables over fixed time periods. These equation-based dynamic
simulation packages were very much the realm of the expert. Concepts such as ease of
use, complex thermodynamic packages and libraries of reusable unit operations had not
migrated to these dynamic simulators.

The first attempts to provide a modular-based dynamic process simulator were made
by Franks and Johnson [39]. The two early modular simulators, DYFLO and DYNSYS,
differed in their approach. DYFLO provided the simulator with a suite of FORTRAN
routines that were linked via a program written by the user. Hence, it was to some extent
cumbersome, but useable. DYNSYS [39], on the other hand, provided a key word structure
much like the steady-state simulators of the era allowing the user to build a dynamic simu-
lation. Both simulators found limited use due to the difficulty of producing a simulation and
the actual run times on the computer hardware of the time were often greater than real time.

During the late 1970s and throughout the 1980s only equation-oriented simulators were
used. There was a continuing effort to develop and extend dynamic models of plants and use
these for control system development. Many companies, from necessity, had groups using
this approach to develop specific plant dynamic simulations and subsequently using these
simulations for control design and evaluation. Marquardt at CPCIV [40] in 1991 presented a
paper summarizing key developments and future challenges in dynamic process simulation.

3 Human nature.
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Since this review three additional dynamic process simulators have appeared — Odysseo
[41], Ideas [42] and VMGSim [43].

The key benefits of dynamic simulation [44] are related to the improved process under-
standing that it provides; plants are, by their nature, dynamic. By understanding the process
more fully, several benefits follow naturally. These include improvements in control system
design, improvements in the basic operation of the plant, and improvements in training for
both operators and engineers.

Control system design is, unfortunately, still often left until the end of the design cycle.
This practice frequently requires an elaborate control strategy in order to make the best of
a poor design. Dynamic simulation, when involved early in the design phase, can help to
identify the important operability and control issues and influence the design accordingly.
Clearly, the ideal is not just to develop a working control strategy, but also to design a plant
that is inherently easy to control.

Using a rigorous dynamic model, control strategies can be designed, tested and even
tuned prior to start-up. With appropriate hardware links, dynamic models may even be
used to checkout DCS or other control system configurations. All of these features make
dynamic simulation ideally suited to control applications.

Another benefit involves reconciling trade-offs between steady-state optimizations and
dynamic operability. To minimize capital expenditures and operating utility costs, many
plant designers have adopted the use of steady-state optimization techniques. As a result,
plant designs have become more complex and much more highly integrated and interactive.
Examples include extensive heat exchange networks, process recycles, and minimum hold-
up designs. While such designs may optimize the steady-state flowsheet, they present
particular challenges to plant control and operations engineers, usually requiring advanced
control strategies and a well-trained operating staff. This trade-off between steady-state
optimization and dynamic operability is classic and can only be truly reconciled using
dynamic simulation.

Once a plant is in operation, manufacturing personnel are continually looking for ways
to improve quality, minimize waste, maximize yield, reduce utility costs and often increase
capacity. It is in this area of process improvements where dynamic simulation has, per-
haps, the most value-adding impact. This is also the area where it is most important to
minimize the usage barriers for dynamic simulation. Since plant-operating personnel are
typically busy with the day-to-day operation of the plant, simulation tools that are difficult
to understand and use will never see any of the truly practical and value-adding applica-
tions. By allowing plant engineers to quickly and easily test theories, illustrate concepts or
compare alternative control strategies or operating schemes, dynamic simulation can have
a tremendous cumulative benefit.

Over the past several years, the industry has begun to focus a great deal of atten-
tion and interest on dynamic simulation for training purposes. As mentioned earlier, the
increased complexity of the plants being designed today requires well-trained operating
personnel (OTS). In order to be effective, the training simulator should be interactive, be
realistic and run real time. By running a relatively high-fidelity model, operators can test
‘what if” scenarios, practice start-up and shutdown sequences and respond to failure and
alarm situations.

More recently, training simulators have provided links to a variety of DCS platforms.
By using the actual control hardware to run a dynamic model of the plant, operators
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have the added benefit of training on the same equipment that will be used to operate the
real process.

It is important at this point to introduce the notion of breadth of use for a model. We
have discussed the use of dynamic simulation for design, control, operations and, now,
training. Indeed, it would be beneficial if the same model used to design the plant, develop
its controls and study its operation could be used as the on-line training simulator for DCS.
While this may seem obvious, it is difficult to find examples of such applications. This is
primarily due to the absence of commercial simulation tools that provide sufficient breadth
of functionality — both engineering functionality and usability.

With all of the benefits to dynamic simulation, why is it that this technology has only
begun to see more widespread use recently? To answer this question, it is helpful to continue
with the history of simulation and to consider the unique set of skills required to develop a
dynamic simulation from first principles.

First, an understanding of and access to the basic data relating to the physical properties
of the chemical system is needed. This includes the vapour-liquid equilibrium (VLE) and
any reaction equations involved. Second, a detailed understanding of the heat and material
balance relationships in the process equipment is required. Third, knowledge of appropriate
numerical techniques to solve the sets of differential and algebraic equations is needed.
Finally, experience in striking a balance between rigour and performance is needed in order
to build a model that is at the same time useful and useable. Thus there is indeed a unique
set of skills required to design a first-principles dynamic simulator.

Because of the computational load, dynamic simulations have been reserved for large
mainframe or minicomputers. An unfortunate feature of these large computer systems was
their often cumbersome user interfaces. Typically, dynamic simulations were run in a batch
mode where the model was built with no feedback from the program, then submitted to
the computer to be solved for a predetermined length of simulation time. Only when the
solution was reached could the user view the results of the simulation study.

With this approach, 50-80% of the time dedicated to a dynamic study was consumed in
the model-building phase. Roughly 20% was dedicated to running the various case studies
and 10% to documentation and presentation of results. This kind of cycle made it difficult for
acasual user to conduct a study or even to run a model that someone else had prepared. While
the batch-style approach consumed a disproportionate amount of time setting up the model,
the real drawback was the lack of any interaction between the user and the simulation. By
preventing any real interaction with the model as it is being solved, batch-style simulation
sessions are much less effective. Additionally, since more time and effort are spent building
model structures, submitting and waiting for batch input runs, a smaller fraction of time is
available to gain the important process understanding through ‘what if” sessions.

Thus, between the sophisticated chemical engineering, thermodynamics, programming
and modelling skills, the large and expensive computers and cumbersome and inefficient
user interfaces, it is not surprising that dynamic simulation has not enjoyed widespread use.
Normally, only the most complex process studies and designs justified the effort required to
develop a dynamic simulation. We believe that the two most significant factors in increased
use of dynamic simulation are [35]

o the growth of computer hardware and software technology and
e the emergence of new ways of packaging simulation.
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As indicated previously, there has been a tremendous increase in the performance of PCs
accompanied by an equally impressive drop in their prices. For example, it is not uncommon
for an engineer to have a PC with memory of upwards of 8 GB, a 512 GB hard drive, and
a large flat-screen graphics monitor on his desktop costing less than $1000. Furthermore,
a number of powerful and interactive window environments have been developed for the
PC and other inexpensive hardware platforms. Windows (2000, NT, XP, VISTA, 7, 8, etc.),
X-Windows and Mac Systems are just some examples.

The growth in the performance and speed of the PC has made the migration of numerically
intense applications to PC platforms a reality. This, combined with the flexibility and ease of
use of the window environments, has laid the groundwork for a truly new and user-friendly
approach to simulation.

There are literally thousands of person-years of simulation experience in the industry.
With the existing computer technology providing the framework, there are very few reasons
why most engineers should have to write and compile code in order to use dynamic
simulation. Model libraries do not provide the answer since they do not eliminate the
build—compile-link sequence that is often troublesome, prone to errors and intimidating
to many potential users. Given today’s window environments and the new programming
capabilities that languages such as object-oriented C++ provide, there is no need for
batch-type simulation sessions.

It is imperative that a dynamic simulation is ‘packaged’ in a way that makes it easy to
use and learn, yet still be applicable to a broad range of applications and users. The criteria
include the following:

e FEasy to use and learn — must have an intuitive and interactive, graphical environment
that involves no writing of code or any compile-link—run cycle.

e Configurable — must provide reusable modules which can easily be linked together to
build the desired model.

e Accurate — must provide meaningful results.

e Fast — must strike a balance between rigour and performance so as not to lose the
interactive benefits of simulation.

e Broadly applicable — must provide a broad range of functionality to span different
industrial applications, as well as varying levels of detail and rigour.

e Desktop computer based — must reside on a convenient desktop computer environment
such as a PC, Mac or workstation.

With these attributes, dynamic simulation becomes not only available, but also attractive to
a much larger audience than ever before. While dynamic simulation is clearly a valuable
tool in the hands of seasoned modellers, only when process engineers, control engineers
and plant-operating personnel feel comfortable with it will dynamic simulation deliver its
most powerful and value-adding benefits.

Even with this emphasis on control system design, chemical plant design used the results
of steady-state performance to size the equipment while heuristic methods rather than
dynamic systems analysis chose the control schemes. Instruments were field adjusted to
give performance as good as or better than manual control. When the control schemes,
sensing devices, valves and the process itself produced poor results, trial and error was
used to find an acceptable level of performance. The lengthy analysis required for an
accurate control system design using the equation-based approach could not be justified,



