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Since the publication in 2008 of the second edition of *Simulation and the Monte Carlo Method*, significant changes have taken place in the field of Monte Carlo simulation. This third edition gives a fully updated and comprehensive account of the major topics in Monte Carlo simulation.

The book is based on an undergraduate course on Monte Carlo methods given at the Israel Institute of Technology (Technion) and the University of Queensland for the last five years. It is aimed at a broad audience of students in engineering, physical and life sciences, statistics, computer science, mathematics, and simply anyone interested in using Monte Carlo simulation in their study or work. Our aim is to provide an accessible introduction to modern Monte Carlo methods, focusing on the main concepts, while providing a sound foundation for problem solving. For this reason most ideas are introduced and explained via concrete examples, algorithms, and experiments.

Although we assume that the reader has some basic mathematical background, such as an elementary course in probability and statistics, we nevertheless review the basic concepts of probability, stochastic processes, information theory, and convex optimization in Chapter 1.

In a typical stochastic simulation, randomness is introduced into simulation models via independent uniformly distributed random variables. These random variables are then used as building blocks to simulate more general stochastic systems. Chapter 2 deals with the generation of such random numbers, random variables, and stochastic processes.

Many real-world complex systems can be modeled as discrete-event systems. Examples of discrete-event systems include traffic systems, flexible manufacturing
systems, computer-communications systems, inventory systems, production lines, coherent lifetime systems, PERT networks, and flow networks. The behavior of such systems is identified via a sequence of discrete “events” that causes the system to change from one “state” to another. We discuss how to model such systems on a computer in Chapter 3.

Chapter 4 treats the statistical analysis of the output data from static and dynamic simulation models. The main difference is that the former do not evolve in time whereas the latter do. For dynamic models, we distinguish between finite-horizon and steady-state simulations. Two popular methods for estimating steady-state performance measures — the batch means and regenerative methods — are discussed as well.

Chapter 5 deals with variance reduction techniques in Monte Carlo simulation, such as antithetic and common random numbers, control random variables, conditional Monte Carlo, stratified sampling, and importance sampling. Using importance sampling, one can often achieve substantial (sometimes dramatic) variance reduction, in particular when estimating rare-event probabilities. While dealing with importance sampling, we present two alternative approaches, called the variance minimization and the cross-entropy methods. Special attention is paid to importance sampling algorithms in which paths are generated in a sequential manner. Further improvements of such algorithms are obtained by resampling successful paths, giving rise to sequential importance resampling algorithms. We illustrate their use via a nonlinear filtering example. In addition, this chapter contains two new importance sampling based methods, called the transform likelihood ratio method and the screening method for variance reduction. The former presents a simple, convenient and unifying way of constructing efficient importance sampling estimators, whereas the latter ensures lowering of the dimensionality of the importance sampling density. This is accomplished by identifying (screening out) the most important (bottleneck) parameters to be used in the importance sampling distribution. As results, the accuracy of the importance sampling estimator increases substantially.

Chapter 6 gives a concise treatment of the generic Markov chain Monte Carlo (MCMC) method for approximately generating samples from an arbitrary distribution. We discuss the classic Metropolis–Hastings algorithm and the Gibbs sampler. In the former, one simulates a Markov chain such that its stationary distribution coincides with the target distribution, while in the latter the underlying Markov chain is constructed on the basis of a sequence of conditional distributions. We also deal with applications of MCMC in Bayesian statistics, and explain how MCMC is used to sample from the Boltzmann distribution for the Ising and Potts models, which are extensively used in statistical mechanics. Moreover, we show how MCMC is used in the simulated annealing method to find the global minimum of a multi-extremal function. We also show that both the Metropolis–Hastings and Gibbs samplers can be viewed as special cases of a general MCMC algorithm and then present two more modifications, namely the slice and the reversible jump samplers.

Chapter 7 is on sensitivity analysis and Monte Carlo optimization of simulated systems. Because of their complexity, the performance evaluation of discrete-event systems is usually studied by simulation, and the simulation is often associated with the estimation of the performance function with respect to some controllable parameters. Sensitivity analysis is concerned with evaluating sensitivities (gradients, Hessians, etc.) of the performance function with respect to system parameters.
This provides guidance to operational decisions and to selecting system parameters that optimize the performance measures. Monte Carlo optimization deals with solving stochastic programs, that is, optimization problems where the objective function and some of the constraints are unknown and need to be obtained via simulation. We deal with sensitivity analysis and optimization of both static and dynamic models. We introduce the celebrated score function method for sensitivity analysis, and two alternative methods for Monte Carlo optimization, the so-called stochastic approximation and stochastic counterpart methods. In particular, in the latter method, we show how using a single simulation experiment one can approximate quite accurately the true unknown optimal solution of the original deterministic program.

Chapter 8 deals with the cross-entropy (CE) method, which was introduced by the first author in 1997 as an adaptive algorithm for rare-event estimation using a cross-entropy minimization technique. It was soon realized that the underlying ideas had a much wider range of application than just in rare-event simulation: they could be readily adapted to tackle quite general combinatorial and multi-extremal optimization problems, including many problems associated with learning algorithms and neural computation. We provide a gradual introduction to the CE method, and show its elegance and versatility. In particular, we present a general CE algorithm for the estimation of rare-event probabilities and then slightly modify it for solving combinatorial optimization problems. We discuss applications of the CE method to several combinatorial optimization problems, such as the max-cut problem and the traveling salesman problem, and provide supportive numerical results on its effectiveness. Due to its versatility, tractability, and simplicity, the CE method has potentially a diverse range of applications, for example, in computational biology, DNA sequence alignment, graph theory, and scheduling.

Over the last 10 years many hundreds of papers have been written on the theory and applications of CE. For more details see the site www.cemethod.org, our book The Cross-Entropy Method: A Unified Approach to Combinatorial Optimization, Monte-Carlo Simulation and Machine Learning (Springer, 2004), and search in the wikipedia under “cross-entropy method”. The chapter concludes with a discussion of the minimum cross-entropy (MinxEnt) optimization program.

Chapter 9 introduces the splitting method, which uses a sequential sampling plan to decompose a “difficult” problem into a sequence of “easy” problems. The method was originally designed for rare-event simulation, but it has developed into a highly versatile “particle MCMC” algorithm that can be used for rare-event estimation, optimization, and sampling. The chapter presents various splitting algorithms for dynamic and static simulation models, and demonstrates how they can be used to (1) estimate rare-event probabilities, (2) solve hard counting problems, (3) find solutions to challenging optimization problems, and (4) sample from complicated probability distributions. The chapter features a wide variety of case studies and numerical experiments, demonstrating the effectiveness of the method.

Many combinatorial problems can be formulated in terms of searching or counting the total cost of a tree. Chapter 10 presents a new Monte Carlo called stochastic enumeration (SE) that is well suited to solve such problems by generating random paths through the tree in a parallel fashion. The SE algorithm can be viewed as a sequential importance sampling method on a “hyper-tree” whose vertices are sets of vertices of the original tree. By combining SE with fast polynomial decision algorithms, we show how it can be used for counting #P-complete problems, such
as the number of satisfiability assignments, number of paths in a general network, and the number of perfect matchings in a graph. The usefulness of the method is illustrated via a suite of numerical examples.

The appendix features a variety of supplementary topics, including a brief introduction to exponential families, the discrete-time Kalman filter, and the Cholesky square root method. The computational complexity of randomized algorithms is also discussed. An extensive range of exercises is provided at the end of each chapter.

In addition to two brand-new chapters (Chapters 9 and 10), this third edition offers substantial updates on a range of topics. The material on random number generation has been extensively revised by including state-of-the-art combined multiple recursive generators and the Mersenne Twister. The material on stochastic process generation has been extended by including the simulation of Gaussian processes, Brownian motion, and diffusion processes. The variance reduction chapter now includes a discussion of the novel multi-level Monte Carlo method. Our treatment of sequential importance has been significantly modified by emphasizing the significance of importance resampling. This addition also prepares for the particle MCMC approach in the new splitting chapter. The cross-entropy chapter is further enhanced by adding new insights into likelihood ratio degeneration, leading to the single-level improved CE algorithm. Twenty-five more questions have been added, along with their solutions in the online solutions manual that accompanies this book. Finally, to facilitate their implementation, most algorithms have been (re-)written in pseudo-code with flow control.

REUVEN RUBINSTEIN AND DIRK KROESE

Haifa and Brisbane
July 2016
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CHAPTER 1

PRELIMINARIES

1.1 INTRODUCTION

The purpose of this chapter is to review some basic facts from probability, information theory, and optimization. In particular, Sections 1.2–1.11 summarize the main points from probability theory. Sections 1.12–1.14 describe various fundamental stochastic processes, such as Poisson, Markov, and Gaussian processes. Elements of information theory are given in Section 1.15, and Section 1.16 concludes with an outline of convex optimization theory.

1.2 RANDOM EXPERIMENTS

The basic notion in probability theory is that of a random experiment: an experiment whose outcome cannot be determined in advance. The most fundamental example is the experiment where a fair coin is tossed a number of times. For simplicity suppose that the coin is tossed three times. The sample space, denoted $\Omega$, is the set of all possible outcomes of the experiment. In this case $\Omega$ has eight possible outcomes:

$$\Omega = \{HHH, HHT, HTH, HTT, THH, THT, TTH, TTT\}$$

where, for example, HTH means that the first toss is heads, the second tails, and the third heads.
Subsets of the sample space are called events. For example, the event $A$ that the third toss is heads is

$$A = \{HHH, HTH, THH, TTH\}.$$  

We say that event $A$ occurs if the outcome of the experiment is one of the elements in $A$. Since events are sets, we can apply the usual set operations to them. For example, the event $A \cup B$, called the **union** of $A$ and $B$, is the event that $A$ or $B$ or both occur, and the event $A \cap B$, called the **intersection** of $A$ and $B$, is the event that $A$ and $B$ both occur. Similar notation holds for unions and intersections of more than two events. The event $A^c$, called the **complement** of $A$, is the event that $A$ does not occur. Two events $A$ and $B$ that have no outcomes in common, that is, their intersection is empty, are called disjoint events. The main step is to specify the probability of each event.

**Definition 1.2.1 (Probability)** A probability $P$ is a rule that assigns a number $0 \leq P(A) \leq 1$ to each event $A$, such that $P(\Omega) = 1$, and such that for any sequence $A_1, A_2, \ldots$ of disjoint events

$$P\left( \bigcup_i A_i \right) = \sum_i P(A_i). \quad (1.1)$$

Equation (1.1) is referred to as the **sum rule** of probability. It states that if an event can happen in a number of different ways, but not simultaneously, the probability of that event is simply the sum of the probabilities of the comprising events.

For the fair coin toss experiment the probability of any event is easily given. Namely, because the coin is fair, each of the eight possible outcomes is equally likely, so that $P(\{HHH\}) = \cdots = P(\{TTT\}) = 1/8$. Since any event $A$ is the union of the “elementary” events $\{HHH\}, \ldots, \{TTT\}$, the sum rule implies that

$$P(A) = \frac{|A|}{|\Omega|}, \quad (1.2)$$

where $|A|$ denotes the number of outcomes in $A$ and $|\Omega| = 8$. More generally, if a random experiment has finitely many and equally likely outcomes, the probability is always of the form (1.2). In that case the calculation of probabilities reduces to counting.

### 1.3 CONDITIONAL PROBABILITY AND INDEPENDENCE

How do probabilities change when we know that some event $B \subset \Omega$ has occurred? Given that the outcome lies in $B$, the event $A$ will occur if and only if $A \cap B$ occurs, and the relative chance of $A$ occurring is therefore $P(A \cap B)/P(B)$. This leads to the definition of the **conditional probability** of $A$ given $B$:

$$P(A | B) = \frac{P(A \cap B)}{P(B)}. \quad (1.3)$$

For example, suppose that we toss a fair coin three times. Let $B$ be the event that the total number of heads is two. The conditional probability of the event $A$ that the first toss is heads, given that $B$ occurs, is $(2/8)/(3/8) = 2/3$. 
Rewriting (1.3) and interchanging the role of \( A \) and \( B \) gives the relation \( \mathbb{P}(A \cap \ B) = \mathbb{P}(A) \mathbb{P}(B | A) \). This can be generalized easily to the product rule of probability, which states that for any sequence of events \( A_1, A_2, \ldots, A_n \),

\[
\mathbb{P}(A_1 \cdots A_n) = \mathbb{P}(A_1) \mathbb{P}(A_2 | A_1) \mathbb{P}(A_3 | A_1 A_2) \cdots \mathbb{P}(A_n | A_1 \cdots A_{n-1}) ,
\]  

(1.4)

using the abbreviation \( A_1 A_2 \cdots A_k \equiv A_1 \cap A_2 \cap \cdots \cap A_k \).

Suppose that \( B_1, B_2, \ldots, B_n \) is a partition of \( \Omega \). That is, \( B_1, B_2, \ldots, B_n \) are disjoint and their union is \( \Omega \). Then, by the sum rule, \( \mathbb{P}(A) = \sum_{i=1}^n \mathbb{P}(A \cap B_i) \) and hence, by the definition of conditional probability, we have the law of total probability:

\[
\mathbb{P}(A) = \sum_{i=1}^n \mathbb{P}(A | B_i) \mathbb{P}(B_i) .
\]  

(1.5)

Combining this with the definition of conditional probability gives Bayes’ rule:

\[
\mathbb{P}(B_j | A) = \frac{\mathbb{P}(A | B_j) \mathbb{P}(B_j)}{\sum_{i=1}^n \mathbb{P}(A | B_i) \mathbb{P}(B_i)} .
\]  

(1.6)

Independence is of crucial importance in probability and statistics. Loosely speaking, it models the lack of information between events. Two events \( A \) and \( B \) are said to be independent if the knowledge that \( B \) has occurred does not change the probability that \( A \) occurs. That is, \( A, B \) independent \( \iff \mathbb{P}(A | B) = \mathbb{P}(A) \). Since \( \mathbb{P}(A | B) = \mathbb{P}(A \cap B)/\mathbb{P}(B) \), an alternative definition of independence is:

\( A, B \) independent \( \iff \mathbb{P}(A \cap B) = \mathbb{P}(A) \mathbb{P}(B) \).

This definition covers the case where \( B = \emptyset \) (empty set). We can extend this definition to arbitrarily many events.

**Definition 1.3.1 (Independence)** The events \( A_1, A_2, \ldots, \) are said to be independent if for any \( k \) and any choice of distinct indexes \( i_1, \ldots, i_k \),

\[
\mathbb{P}(A_{i_1} \cap A_{i_2} \cap \cdots \cap A_{i_k}) = \mathbb{P}(A_{i_1}) \mathbb{P}(A_{i_2}) \cdots \mathbb{P}(A_{i_k}) .
\]

**Remark 1.3.1** In most cases independence of events is a model assumption. That is, we assume that there exists a \( \mathbb{P} \) such that certain events are independent.

**Example 1.1**

We toss a biased coin \( n \) times. Let \( p \) be the probability of heads (for a fair coin \( p = 1/2 \)). Let \( A_i \) denote the event that the \( i \)-th toss yields heads, \( i = 1, \ldots, n \). Then \( \mathbb{P} \) should be such that the events \( A_1, \ldots, A_n \) are independent, and \( \mathbb{P}(A_i) = p \) for all \( i \). These two rules completely specify \( \mathbb{P} \). For example, the probability that the first \( k \) throws are heads and the last \( n - k \) are tails is

\[
\mathbb{P}(A_1 \cdots A_k A_{k+1}^c \cdots A_n^c) = \mathbb{P}(A_1) \cdots \mathbb{P}(A_k) \mathbb{P}(A_{k+1}^c) \cdots \mathbb{P}(A_n^c) = p^k (1-p)^{n-k} .
\]
1.4 RANDOM VARIABLES AND PROBABILITY DISTRIBUTIONS

Specifying a model for a random experiment via a complete description of $\Omega$ and $P$ may not always be convenient or necessary. In practice, we are only interested in certain observations (i.e., numerical measurements) in the experiment. We incorporate these into our modeling process via the introduction of random variables, usually denoted by capital letters from the last part of the alphabet (e.g., $X, X_1, X_2, \ldots, Y, Z$).

**EXAMPLE 1.2**

We toss a biased coin $n$ times, with $p$ the probability of heads. Suppose that we are interested only in the number of heads, say $X$. Note that $X$ can take any of the values in $\{0, 1, \ldots, n\}$. The probability distribution of $X$ is given by the binomial formula

$$P(X = k) = \binom{n}{k} p^k (1 - p)^{n-k}, \quad k = 0, 1, \ldots, n.$$  \hspace{1cm} (1.7)

Namely, by Example 1.1, each elementary event $\{HTH \cdots T\}$ with exactly $k$ heads and $n - k$ tails has probability $p^k (1 - p)^{n-k}$, and there are $\binom{n}{k}$ such events.

The probability distribution of a general random variable $X$ — identifying such probabilities as $P(X = x), P(a \leq X \leq b)$, and so on — is completely specified by the cumulative distribution function (cdf), defined by

$$F(x) = P(X \leq x), \quad x \in \mathbb{R}.$$  

A random variable $X$ is said to have a discrete distribution if, for some finite or countable set of values $x_1, x_2, \ldots$, $P(X = x_i) > 0$, $i = 1, 2, \ldots$ and $\sum_i P(X = x_i) = 1$. The function $f(x) = P(X = x)$ is called the probability mass function (pmf) of $X$ — but see Remark 1.4.1.

**EXAMPLE 1.3**

Toss two fair dice and let $M$ be the largest face value showing. The pmf of $M$ is given by

<table>
<thead>
<tr>
<th>$m$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>$\sum$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f(m)$</td>
<td>$\frac{1}{36}$</td>
<td>$\frac{3}{36}$</td>
<td>$\frac{5}{36}$</td>
<td>$\frac{7}{36}$</td>
<td>$\frac{9}{36}$</td>
<td>$\frac{11}{36}$</td>
<td>1</td>
</tr>
</tbody>
</table>

For example, to get $M = 3$, either (1, 3), (2, 3), (3, 3), (3, 2), or (3, 1) has to be thrown, each of which happens with probability $1/36$.

A random variable $X$ is said to have a continuous distribution if there exists a positive function $f$ with total integral 1, such that for all $a, b$,

$$P(a \leq X \leq b) = \int_a^b f(u) \, du.$$  \hspace{1cm} (1.8)
The function $f$ is called the *probability density function* (pdf) of $X$. Note that in the continuous case the cdf is given by

$$F(x) = \mathbb{P}(X \leq x) = \int_{-\infty}^{x} f(u) \, du,$$

and $f$ is the derivative of $F$. We can interpret $f(x)$ as the probability “density” at $X = x$ in the sense that

$$\mathbb{P}(x \leq X \leq x + h) = \int_{x}^{x+h} f(u) \, du \approx h f(x).$$

**Remark 1.4.1 (Probability Density)** Note that we have deliberately used the *same* symbol, $f$, for both pmf and pdf. This is because the pmf and pdf play very similar roles and can, in more advanced probability theory, both be viewed as particular instances of the general notion of *probability density*. To stress this viewpoint, we will call $f$ in *both* the discrete and continuous case the pdf or (probability) density (function).

### 1.5 SOME IMPORTANT DISTRIBUTIONS

Tables 1.1 and 1.2 list a number of important continuous and discrete distributions. We will use the notation $X \sim f$, $X \sim F$, or $X \sim \text{Dist}$ to signify that $X$ has a pdf $f$, a cdf $F$ or a distribution Dist. We sometimes write $f_X$ instead of $f$ to stress that the pdf refers to the random variable $X$. Note that in Table 1.1, $\Gamma$ is the gamma function: $\Gamma(\alpha) = \int_{0}^{\infty} e^{-x} x^{\alpha-1} \, dx$, $\alpha > 0$.

**Table 1.1: Commonly used continuous distributions.**

<table>
<thead>
<tr>
<th>Name</th>
<th>Notation</th>
<th>$f(x)$</th>
<th>$x \in$</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uniform</td>
<td>$U[\alpha, \beta]$</td>
<td>$\frac{1}{\beta - \alpha}$</td>
<td>$[\alpha, \beta]$</td>
<td>$\alpha &lt; \beta$</td>
</tr>
<tr>
<td>Normal</td>
<td>$N(\mu, \sigma^2)$</td>
<td>$\frac{1}{\sigma \sqrt{2\pi}} e^{-\frac{1}{2} \left( \frac{x-\mu}{\sigma} \right)^2}$</td>
<td>$\mathbb{R}$</td>
<td>$\sigma &gt; 0$, $\mu \in \mathbb{R}$</td>
</tr>
<tr>
<td>Gamma</td>
<td>$\Gamma(\alpha, \lambda)$</td>
<td>$\frac{\lambda^\alpha x^{\alpha-1} e^{-\lambda x}}{\Gamma(\alpha)}$</td>
<td>$\mathbb{R}_+$</td>
<td>$\alpha, \lambda &gt; 0$</td>
</tr>
<tr>
<td>Exponential</td>
<td>$\exp(\lambda)$</td>
<td>$\lambda e^{-\lambda x}$</td>
<td>$\mathbb{R}_+$</td>
<td>$\lambda &gt; 0$</td>
</tr>
<tr>
<td>Beta</td>
<td>$\text{Beta}(\alpha, \beta)$</td>
<td>$\frac{\Gamma(\alpha + \beta)}{\Gamma(\alpha)\Gamma(\beta)} x^{\alpha-1} (1-x)^{\beta-1}$</td>
<td>$[0, 1]$</td>
<td>$\alpha, \beta &gt; 0$</td>
</tr>
<tr>
<td>Weibull</td>
<td>$\text{Weib}(\alpha, \lambda)$</td>
<td>$\alpha \lambda (\lambda x)^{\alpha-1} e^{-(\lambda x)^\alpha}$</td>
<td>$\mathbb{R}_+$</td>
<td>$\alpha, \lambda &gt; 0$</td>
</tr>
<tr>
<td>Pareto</td>
<td>$\text{Pareto}(\alpha, \lambda)$</td>
<td>$\alpha \lambda (1 + \lambda x)^{-(\alpha+1)}$</td>
<td>$\mathbb{R}_+$</td>
<td>$\alpha, \lambda &gt; 0$</td>
</tr>
</tbody>
</table>
Table 1.2: Commonly used discrete distributions.

<table>
<thead>
<tr>
<th>Name</th>
<th>Notation</th>
<th>$f(x)$</th>
<th>$x \in$</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bernoulli</td>
<td>Ber($p$)</td>
<td>$p^x(1 - p)^{1-x}$</td>
<td>${0, 1}$</td>
<td>$0 \leq p \leq 1$</td>
</tr>
<tr>
<td>Binomial</td>
<td>Bin($n, p$)</td>
<td>$\binom{n}{x}p^x(1 - p)^{n-x}$</td>
<td>${0, 1, \ldots, n}$</td>
<td>$0 \leq p \leq 1$, $n \in \mathbb{N}$</td>
</tr>
<tr>
<td>Discrete uniform</td>
<td>DU{1, \ldots, n}</td>
<td>$\frac{1}{n}$</td>
<td>${1, \ldots, n}$</td>
<td>$n \in {1, 2, \ldots}$</td>
</tr>
<tr>
<td>Geometric</td>
<td>G($p$)</td>
<td>$p(1 - p)^{x-1}$</td>
<td>${1, 2, \ldots}$</td>
<td>$0 \leq p \leq 1$</td>
</tr>
<tr>
<td>Poisson</td>
<td>Poi($\lambda$)</td>
<td>$e^{-\lambda} \frac{\lambda^x}{x!}$</td>
<td>$\mathbb{N}$</td>
<td>$\lambda &gt; 0$</td>
</tr>
</tbody>
</table>

1.6 EXPECTATION

It is often useful to consider different kinds of numerical characteristics of a random variable. One such quantity is the expectation, which measures the mean value of the distribution.

**Definition 1.6.1 (Expectation)** Let $X$ be a random variable with pdf $f$. The *expectation* (or expected value or mean) of $X$, denoted by $\mathbb{E}[X]$ (or sometimes $\mu$), is defined by

$$\mathbb{E}[X] = \begin{cases} \sum_x x f(x) & \text{discrete case,} \\ \int_{-\infty}^{\infty} x f(x) \, dx & \text{continuous case.} \end{cases}$$

If $X$ is a random variable, then a function of $X$, such as $X^2$ or $\sin(X)$, is again a random variable. Moreover, the expected value of a function of $X$ is simply a weighted average of the possible values that this function can take. That is, for any real function $h$

$$\mathbb{E}[h(X)] = \begin{cases} \sum_x h(x) f(x) & \text{discrete case,} \\ \int_{-\infty}^{\infty} h(x) f(x) \, dx & \text{continuous case.} \end{cases}$$

Another useful quantity is the variance, which measures the spread or dispersion of the distribution.

**Definition 1.6.2 (Variance)** The *variance* of a random variable $X$, denoted by $\text{Var}(X)$ (or sometimes $\sigma^2$), is defined by

$$\text{Var}(X) = \mathbb{E}[(X - \mathbb{E}[X])^2] = \mathbb{E}[X^2] - (\mathbb{E}[X])^2.$$  

The square root of the variance is called the *standard deviation*. Table 1.3 lists the expectations and variances for some well-known distributions.
Table 1.3: Expectations and variances for some well-known distributions.

<table>
<thead>
<tr>
<th>Dist.</th>
<th>$\mathbb{E}[X]$</th>
<th>Var$(X)$</th>
<th>Dist.</th>
<th>$\mathbb{E}[X]$</th>
<th>Var$(X)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bin$(n, p)$</td>
<td>$np$</td>
<td>$np(1-p)$</td>
<td>Gamma$(\alpha, \lambda)$</td>
<td>$\frac{\alpha}{\lambda}$</td>
<td>$\frac{\alpha}{\lambda^2}$</td>
</tr>
<tr>
<td>G$(p)$</td>
<td>$\frac{1}{p}$</td>
<td>$\frac{1-p}{p^2}$</td>
<td>N$(\mu, \sigma^2)$</td>
<td>$\mu$</td>
<td>$\sigma^2$</td>
</tr>
<tr>
<td>Poi$(\lambda)$</td>
<td>$\lambda$</td>
<td>$\lambda$</td>
<td>Beta$(\alpha, \beta)$</td>
<td>$\frac{\alpha}{\alpha+\beta}$</td>
<td>$\frac{\alpha\beta}{(\alpha+\beta)^2(1+\alpha+\beta)}$</td>
</tr>
<tr>
<td>U$(\alpha, \beta)$</td>
<td>$\frac{\alpha+\beta}{2}$</td>
<td>$\frac{(\beta-\alpha)^2}{12}$</td>
<td>Weib$(\alpha, \lambda)$</td>
<td>$\frac{\Gamma(1/\alpha)}{\alpha \lambda}$</td>
<td>$2\frac{\Gamma(2/\alpha)}{\alpha} - \left(\frac{\Gamma(1/\alpha)}{\alpha \lambda}\right)^2$</td>
</tr>
</tbody>
</table>

The mean and the variance do not give, in general, enough information to completely specify the distribution of a random variable. However, they may provide useful bounds. We discuss two such bounds. Suppose $X$ can only take nonnegative values and has pdf $f$. For any $x > 0$, we can write

$$
\mathbb{E}[X] = \int_0^x t f(t) \, dt + \int_x^\infty t f(t) \, dt \geq \int_x^\infty t f(t) \, dt \\
\geq \int_x^\infty x f(t) \, dt = x \mathbb{P}(X \geq x),
$$

from which follows the Markov inequality: if $X \geq 0$, then for all $x > 0$,

$$
\mathbb{P}(X \geq x) \leq \frac{\mathbb{E}[X]}{x}. \quad (1.9)
$$

If we also know the variance of a random variable, we can give a tighter bound. Namely, for any random variable $X$ with mean $\mu$ and variance $\sigma^2$, we have

$$
\mathbb{P}(|X - \mu| \geq x) \leq \frac{\sigma^2}{x^2}. \quad (1.10)
$$

This is called the Chebyshev inequality. The proof is as follows: Let $D^2 = (X - \mu)^2$; then, by the Markov inequality (1.9) and the definition of the variance,

$$
\mathbb{P}(D^2 \geq x^2) \leq \frac{\sigma^2}{x^2}.
$$

Also, note that the event $\{D^2 \geq x^2\}$ is equivalent to the event $\{|X - \mu| \geq x\}$, so that (1.10) follows.

1.7 JOINT DISTRIBUTIONS

Often a random experiment is described by more than one random variable. The theory for multiple random variables is similar to that for a single random variable.
Let $X_1, \ldots, X_n$ be random variables describing some random experiment. We can accumulate these into a random vector $\mathbf{X} = (X_1, \ldots, X_n)$. More generally, a collection $\{X_t, t \in \mathcal{T}\}$ of random variables is called a stochastic process. The set $\mathcal{T}$ is called the parameter set or index set of the process. It may be discrete (e.g., $\mathbb{N}$ or $\{1, \ldots, 10\}$) or continuous (e.g., $\mathbb{R}_+ = [0, \infty)$ or $[1,10]$). The set of possible values for the stochastic process is called the state space.

The joint distribution of $X_1, \ldots, X_n$ is specified by the joint cdf

$$F(x_1, \ldots, x_n) = \mathbb{P}(X_1 \leq x_1, \ldots, X_n \leq x_n).$$

The joint pdf $f$ is given, in the discrete case, by $f(x_1, \ldots, x_n) = \mathbb{P}(X_1 = x_1, \ldots, X_n = x_n)$, and in the continuous case $f$ is such that

$$\mathbb{P}(X \in \mathcal{B}) = \int_{\mathcal{B}} f(x_1, \ldots, x_n) \, dx_1 \ldots dx_n$$

for any (measurable) region $\mathcal{B}$ in $\mathbb{R}^n$. The marginal pdfs can be recovered from the joint pdf by integration or summation. For example, in the case of a continuous random vector $(X,Y)$ with joint pdf $f$, the pdf $f_X$ of $X$ is found as

$$f_X(x) = \int f(x,y) \, dy.$$

Suppose that $X$ and $Y$ are both discrete or both continuous, with joint pdf $f$, and suppose that $f_X(x) > 0$. Then the conditional pdf of $Y$ given $X = x$ is given by

$$f_{Y|X}(y \mid x) = \frac{f(x,y)}{f_X(x)} \quad \text{for all } y.$$

The corresponding conditional expectation is (in the continuous case)

$$\mathbb{E}[Y \mid X = x] = \int y f_{Y|X}(y \mid x) \, dy.$$

Note that $\mathbb{E}[Y \mid X = x]$ is a function of $x$, say $h(x)$. The corresponding random variable $h(X)$ is written as $\mathbb{E}[Y \mid X]$. It can be shown (see, for example, [3]) that its expectation is simply the expectation of $Y$, that is,

$$\mathbb{E}[\mathbb{E}[Y \mid X]] = \mathbb{E}[Y]. \quad (1.11)$$

When the conditional distribution of $Y$ given $X$ is identical to that of $Y$, $X$ and $Y$ are said to be independent. More precisely:

**Definition 1.7.1 (Independent Random Variables)** The random variables $X_1, \ldots, X_n$ are called independent if for all events $\{X_i \in A_i\}$ with $A_i \subset \mathbb{R}$, $i = 1, \ldots, n$,

$$\mathbb{P}(X_1 \in A_1, \ldots, X_n \in A_n) = \mathbb{P}(X_1 \in A_1) \cdots \mathbb{P}(X_n \in A_n).$$

A direct consequence of the definition above for independence is that random variables $X_1, \ldots, X_n$ with joint pdf $f$ (discrete or continuous) are independent if and only if

$$f(x_1, \ldots, x_n) = f_{X_1}(x_1) \cdots f_{X_n}(x_n) \quad (1.12)$$

for all $x_1, \ldots, x_n$, where $\{f_{X_i}\}$ are the marginal pdfs.
EXAMPLE 1.4 Bernoulli Sequence

Consider the experiment where we flip a biased coin $n$ times, with probability $p$ of heads. We can model this experiment in the following way. For $i = 1, \ldots, n$, let $X_i$ be the result of the $i$-th toss: \( \{X_i = 1\} \) means heads (or success), \( \{X_i = 0\} \) means tails (or failure). Also, let

\[
\mathbb{P}(X_i = 1) = p = 1 - \mathbb{P}(X_i = 0), \quad i = 1, 2, \ldots, n.
\]

Last, assume that $X_1, \ldots, X_n$ are independent. The sequence $\{X_i, i = 1, 2, \ldots\}$ is called a Bernoulli sequence or Bernoulli process with success probability $p$. Let $X = X_1 + \cdots + X_n$ be the total number of successes in $n$ trials (tosses of the coin). Denote by $\mathcal{B}$ the set of all binary vectors $\mathbf{x} = (x_1, \ldots, x_n)$ such that $\sum_{i=1}^n x_i = k$. Note that $\mathcal{B}$ has $\binom{n}{k}$ elements. We now have

\[
\mathbb{P}(X = k) = \sum_{\mathbf{x} \in \mathcal{B}} \mathbb{P}(X_1 = x_1, \ldots, X_n = x_n) = \sum_{\mathbf{x} \in \mathcal{B}} p^k (1-p)^{n-k} = \binom{n}{k} p^k (1-p)^{n-k}.
\]

In other words, $X \sim \text{Bin}(n, p)$. Compare this with Example 1.2.

Remark 1.7.1 An infinite sequence $X_1, X_2, \ldots$ of random variables is called independent if for any finite choice of parameters $i_1, i_2, \ldots, i_n$ (none of them the same) the random variables $X_{i_1}, \ldots, X_{i_n}$ are independent. Many probabilistic models involve random variables $X_1, X_2, \ldots$ that are independent and identically distributed, abbreviated as iid. We will use this abbreviation throughout this book.

Similar to the one-dimensional case, the expected value of any real-valued function $h$ of $X_1, \ldots, X_n$ is a weighted average of all values that this function can take. Specifically, in the continuous case,

\[
\mathbb{E}[h(X_1, \ldots, X_n)] = \int \cdots \int h(x_1, \ldots, x_n) f(x_1, \ldots, x_n) \, dx_1 \cdots dx_n.
\]

As a direct consequence of the definitions of expectation and independence, we have

\[
\mathbb{E}[a + b_1 X_1 + b_2 X_2 + \cdots + b_n X_n] = a + b_1 \mu_1 + \cdots + b_n \mu_n \tag{1.13}
\]

for any sequence of random variables $X_1, X_2, \ldots, X_n$ with expectations $\mu_1, \mu_2, \ldots, \mu_n$, where $a, b_1, b_2, \ldots, b_n$ are constants. Similarly, for independent random variables, we have

\[
\mathbb{E}[X_1 X_2 \cdots X_n] = \mu_1 \mu_2 \cdots \mu_n.
\]

The covariance of two random variables $X$ and $Y$ with expectations $\mathbb{E}[X] = \mu_X$ and $\mathbb{E}[Y] = \mu_Y$, respectively, is defined as

\[
\text{Cov}(X, Y) = \mathbb{E}[(X - \mu_X)(Y - \mu_Y)].
\]
This is a measure for the amount of linear dependency between the variables. A scaled version of the covariance is given by the correlation coefficient,

\[ \rho(X, Y) = \frac{\text{Cov}(X, Y)}{\sigma_X \sigma_Y}, \]

where \( \sigma^2_X = \text{Var}(X) \) and \( \sigma^2_Y = \text{Var}(Y) \). It can be shown that the correlation coefficient always lies between -1 and 1; see Problem 1.13.

For easy reference, Table 1.4 lists some important properties of the variance and covariance. The proofs follow directly from the definitions of covariance and variance and the properties of the expectation.

<table>
<thead>
<tr>
<th></th>
<th>Properties of variance and covariance.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( \text{Var}(X) = \mathbb{E}[X^2] - (\mathbb{E}[X])^2 )</td>
</tr>
<tr>
<td>2</td>
<td>( \text{Var}(aX + b) = a^2 \text{Var}(X) )</td>
</tr>
<tr>
<td>3</td>
<td>( \text{Cov}(X, Y) = \mathbb{E}[XY] - \mathbb{E}[X] \mathbb{E}[Y] )</td>
</tr>
<tr>
<td>4</td>
<td>( \text{Cov}(X, Y) = \text{Cov}(Y, X) )</td>
</tr>
<tr>
<td>5</td>
<td>( \text{Cov}(aX + bY, Z) = a \text{Cov}(X, Z) + b \text{Cov}(Y, Z) )</td>
</tr>
<tr>
<td>6</td>
<td>( \text{Cov}(X, X) = \text{Var}(X) )</td>
</tr>
<tr>
<td>7</td>
<td>( \text{Var}(X + Y) = \text{Var}(X) + \text{Var}(Y) + 2 \text{Cov}(X, Y) )</td>
</tr>
<tr>
<td>8</td>
<td>( X ) and ( Y ) indep. ( \implies \text{Cov}(X, Y) = 0 )</td>
</tr>
</tbody>
</table>

As a consequence of properties 2 and 7, for any sequence of independent random variables \( X_1, \ldots, X_n \) with variances \( \sigma_1^2, \ldots, \sigma_n^2 \),

\[
\text{Var}(a + b_1 X_1 + b_2 X_2 + \cdots + b_n X_n) = b_1^2 \sigma_1^2 + \cdots + b_n^2 \sigma_n^2 \tag{1.14}
\]

for any choice of constants \( a \) and \( b_1, \ldots, b_n \).

For random vectors, such as \( X = (X_1, \ldots, X_n)^\top \), it is convenient to write the expectations and covariances in vector notation.

**Definition 1.7.2 (Expectation Vector and Covariance Matrix)** For any random vector \( X \), we define the expectation vector as the vector of expectations

\[ \mu = (\mu_1, \ldots, \mu_n)^\top = (\mathbb{E}[X_1], \ldots, \mathbb{E}[X_n])^\top. \]

The covariance matrix \( \Sigma \) is defined as the matrix whose \((i, j)\)-th element is

\[ \text{Cov}(X_i, X_j) = \mathbb{E}[(X_i - \mu_i)(X_j - \mu_j)]. \]

If we define the expectation of a vector (matrix) to be the vector (matrix) of expectations, then we can write

\[ \mu = \mathbb{E}[X] \]