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Introduction

Computers have become an invaluable tool in science and engineering. Over time their use has evolved from a device to aid in complex lengthy calculations to a self-contained discipline or field of study. Coursework in science and engineering often involves learning analytic techniques and exact solutions to a sizable collection of problems. Although educational, these are rarely useful beyond the classroom. On the other side of the spectrum is the practical experimental approach to investigating nature and developing engineering solutions to practical everyday problems. Most readers are familiar with the nonideal nature of things that, in many cases, prevents one from seeing the utility of the theoretical approach. In science theorist and experimentalist see nature from a different perspective in a quest for understanding its laws but agree that the facts can only be found through observation, as patterns in data acquired via well-planned and executed experiments designed to isolate certain degrees of freedom, to replicate an ideal circumstance to the best of our ability. Experiments can be costly but are the only mechanism for determining scientific truth. While the scientist works to create ideal circumstances to verify a fundamental law or hypothesis, an engineer must design and build with non-ideal conditions in mind. In many cases the only approach available is trial and error. This requires the resources to build new versions of a device or invention every time it fails, each prototype being built and used to see what will happen and how it will fail and to learn from the experience. In this regard, computational science offers a path toward testing prototypes in a virtual environment. When executed carefully this approach can save time and money, prevent human injury or loss of life, and reduce impact to the environment.

As computers became larger, faster, and more efficient, the size of the tasks that could be performed also became larger, evolving from modeling the stress on a single beam to that found throughout the structure of a building, ship, or aircraft under dynamic loading. In recent times the use of computer-based modeling and simulation has gained a certain credibility in fields where there is no possible experimental method available and theory does not offer a suitable
path forward in exploring the consequences of natural law, in particular the fields of numerical relativity (NR) and computational fluid mechanics (CFM). In these fields of study, the computer has become the laboratory, offering us the ability to experiment on systems we cannot build in the physical world.

Over the past decade or so, we are perhaps seeing the emergence of a new class of scientist or scientific specialist, along with the experimentalist and theorist, the numericist. Just as an experimentalist needs to be aware of the science behind the inner working of their probes and detectors, the numericist must understand the limitations imposed by working with finite precision, or a discrete representation of the real number system. The computer is the device we used to probe our virtual world, and discrete mathematics imposes constraints on the precision of the probe. In moving from the world of smooth operations on the continuum to discrete representations of the same, we lose some basic kernels of truth we rely on as common sense. Namely, certain operations are abelian. More precisely there are certain procedures that when carried out by hand produce the same results regardless of the order in which the steps are performed but when executed on a computer could lead to different results for different implementations. The development of computational procedures requires attention to this fact, a new burden for the numericist, and understanding of the impact of this behavior on expected results.

This text focuses on the application of computational methods to the fields of linear acoustics. Acoustics is broadly defined as the propagation of mechanical vibration in a medium. Several aspects of this make acoustics an interesting field of study. First is the need for a medium to support the acoustic phenomenon, which unlike light propagates in free space at constant speed relative to all inertial observers. Another point of interest is that there are as many types of acoustic phenomena as there are media, from longitudinal pressure waves in a fluid to S and P waves in seismology. The material properties of the medium determine the number and type of acoustic waves that may be created and observed. We typically think of acoustics as a macro phenomenon, the result of bulk movement of the medium. However, as we probe nature at smaller scales, this type of phenomenon is precisely what is creating the acoustic phenomenon in solids and similarly particle collisions in fluids. The acoustic phenomenon is seen at small scales in lattice vibrations in crystals. Here the acoustic field is quantized and the quanta are referred to as phonons. This model is the result of an attempt to understand a phenomenon that exists at scales too large to be described by the fundamental process and too small to be a purely classical phenomenon.

The goal of this text is to introduce to the reader those numerical methods associated with the development of computational procedures for solving problems in acoustics and understanding linear acoustic propagation and scattering. The intended audience are students and professionals who are interested in the ingredients needed for the development of these procedures. The presentation of the material in this text is unique in the sense that it focuses on modeling paradigms first and introduce the numerical methods appropriate to that modeling paradigm rather than offer them in a preliminary chapter or appendix. Along the way, implementation issues that readers should be aware of are discussed. Examples are provided along with suggested exercises and references. The intent is to be pedagogical in the approach to presenting information so that readers who are new to the subject can begin experimenting. Classic methods and approaches are featured throughout the text while additional comments are included that highlight modern advances and novel modeling approaches that have appeared in the literature.
Since the intended audience consists of upper-level undergraduate students, graduate students, or professionals interested in this discipline, expected prerequisites to this material are:

- An introductory course that covers acoustics or fluid dynamics
- Familiarity with ordinary differential and partial differential equations, perhaps a course in mathematical methods for scientists and engineers
- Some exposure to programming in a high-level language such as Maple, Mathematica, and MATLAB or its open-source counterparts, SCILAB and Octave

The key feature of the presentation contained in this text is that it serves to bridge the gap between theory and implementation. The main focus is on techniques for solving the linear wave equation in homogeneous medium as well as inhomogeneous and anisotropic fluid medium for modeling wave propagation from a source and scattering from objects. Therefore, the starting point for much of this text will be the standard wave equation or the Helmholtz equation.

The transition from equations to computer procedures is not always a straightforward path. High-level programming languages come with easy-to-use interfaces for solving differential equations, matrix equations, and performing signal processing. Beyond these are professional software packages designed to allow users to build and run specific types of simulations using common modeling paradigms. Examples include ANSYS, FEMLAB, and FEKO, just to name a few. An understanding of the math, physics, and numerics is required to evaluate and interpret the results, but low-level programming is not necessary. Why learn these techniques? Specialized software can be very expensive, in fact cost prohibitive for students or those engaging in self-study. Many software companies offer personal or student versions of their software at a severely discounted price and with a restricted user license. If the reader is using this text for coursework in computational acoustics at a college or university, chances are student licenses for some professional software packages are made available through the campus bookstore. If not, it is easy to find this information online. Open-source versions of professional software exist and are worth trying. The downside to this is that bugs exist and due to certain constraints a fix may not be available in a hurry. Also, some open-source tools are not compatible with all operating systems. Readers who like programming and are amenable to the open-source philosophy can always contribute their fixes and upgrades (read the license). Pure curiosity drives most scientists and engineers to want to know what’s going on in any system, and this is a driver for developing homegrown algorithms even when libraries are available.

A brief description of each chapter is provided. Chapter 2 introduces topics related to numerics, computers, and algorithm development. These topics include binary representation of numbers, floating-point numbers, and $O(N)$ analysis, to name a few. Chapter 3 contains a survey of the linear wave equation and its connection to the supporting medium, from elastic bodies to fluids. In this chapter the linear wave equation for acoustics in a moving medium is introduced and discussed in detail. Chapter 4 introduces a variety of mathematical techniques and methods for solving the wave equation and describing the general behavior of the acoustic field. Chapter 5 discusses a variety of topics related to the analysis of acoustic waves: dispersion, refraction, attenuation, and Fourier analysis. After these chapters the structure of the text focuses on specific modeling techniques. In Chapter 6 normal modes are discussed. The wave equation is solved for a variety of 1-dimensional (1-dim) refractive profiles using exact methods, perturbation theory, and the numerical technique of relaxation. The chapter closes
with a brief description of coupled modes and their use in modeling acoustics in realistic environments. Chapter 7 provides an introduction to ray theory and ray tracing techniques. Exact solutions to 1-dim problems are discussed along with methods of developing ray trace procedures that account for 3-dim propagation without simplifying assumptions. Numerical techniques are also discussed and the Runge–Kutta method is introduced. In Chapter 8 the finite difference (FD) and finite difference time domain (FDTD) technique are discussed in theory and applied to the wave equation in the frequency and time domains. Following the FD method, Chapter 9 discusses the parabolic equation and its application to modeling sound in ducted environments. Chapter 10 provides an introduction to the finite element method (FEM), introducing numerical techniques required for building an FEM model of the acoustic field in the frequency domain. The last chapter, Chapter 11, is dedicated to the boundary element method (BEM). This chapter discusses the integral equation form of the Helmholtz equation and its discretization into a matrix equation. The exterior and interior problems are discussed, but attention is spent on developing models of the scattering cross section of hard bodies. This chapter introduces techniques for dealing with singular integrals.
This chapter introduces a collection of topics related to computation, model and simulation development, and code writing, starting with an introduction to floating-point numbers that introduces representations of numbers in bases other than 10 and floating-point representations of numbers. Following this is an introduction to estimating computational cost using \(O(N)\) analysis. The next section provides a discussion on simulation fidelity and complexity followed by a simple example of converting an equation to pseudo code. The last section provides a compiled list of open-source alternative to professional software and open-source numerical libraries for C/C++.

2.1 Floating-Point Numbers

2.1.1 Representations of Numbers

A number, \(x\), is represented by a power series in powers of a fixed number \(b\) called the base. The power series may be finite or infinite depending on the number:

\[
x = \sum_{n = -N_1}^{N_2} a_n b^n
\]

(2.1)

The coefficients in the expansion are given by \(\{a_n\}\), and \(N_1\) and \(N_2\) are the limits of the expansion. Coefficients obey the inequality \(0 \leq a_n < b\), and count how many of that power are present in the number. For irrational and rational numbers with infinitely repeating patterns, \(N_1 = \infty\). For all other rational numbers, \(N_1\) is finite. One typically denotes the number by
writing the coefficients in a sequence without the base explicitly present. A decimal notation is used to separate positive powers from negative powers:

\[ x = a_{N_2} a_{(N_2-1)} \cdots a_1 a_0, a_{-1} a_{-2} \cdots a_{(1-N_1)} a_{-N_1} \]  

(2.2)

Reading the digit sequence from left to right gives the number of each power of the base contained in the series expansion. We grow up learning base 10 and most readers have likely encountered base 2, or binary, representation of numbers. The following notation is used to keep tabs on which base is being used:

\[ x = \left( a_{N_2} a_{(N_2-1)} \cdots a_1 a_0, a_{-1} a_{-2} \cdots a_{(1-N_1)} a_{-N_1} \right)_b \]  

(2.3)

In some cases the parentheses are omitted. As an example, the number \((237.4631)_{10}\) is represented as a series expansion:

\[ 1 \times 10^{-4} + 3 \times 10^{-3} + 6 \times 10^{-2} + 4 \times 10^{-1} + 7 \times 10^{0} + 3 \times 10^{1} + 2 \times 10^{2} \]

Notice the reversed order of appearance of the coefficients. Now consider the base, \(b = 2\). In terms of a power series expansion, numbers are represented in terms of “ones place,” “twos place,” “fours place,” and so on. Coefficients in the expansion are bound by the inequality \(0 \leq a_n < 2\); hence the coefficients can only be 0 or 1. Table 2.1 provides a list of the integers from 0 to 10 in binary representation.

This example illustrates the value in using notation that references the base. The third row of the right column contains 10, which is not the integer 10 but the binary representation of 2, one in the twos place and zero in the ones place. Using the base notation in (2.3), \(7_{10} = 111_2\), both are representations of the number 7. Numbers between 0 and 1 are represented in terms of negative powers of base 2, that is, a halves place, a quarters place, and so on. A few examples are presented in Table 2.2.

**Table 2.1** Binary representation of integers

<table>
<thead>
<tr>
<th>Integer (base 10)</th>
<th>Expansion in base 2</th>
<th>Base 2 representation</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>(0 \times 2^0)</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>(1 \times 2^0)</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>(0 \times 2^0 + 1 \times 2^1)</td>
<td>10</td>
</tr>
<tr>
<td>3</td>
<td>(1 \times 2^0 + 1 \times 2^1)</td>
<td>11</td>
</tr>
<tr>
<td>4</td>
<td>(0 \times 2^0 + 0 \times 2^1 + 1 \times 2^2)</td>
<td>100</td>
</tr>
<tr>
<td>5</td>
<td>(1 \times 2^0 + 0 \times 2^1 + 1 \times 2^2)</td>
<td>101</td>
</tr>
<tr>
<td>6</td>
<td>(0 \times 2^0 + 1 \times 2^1 + 1 \times 2^2)</td>
<td>110</td>
</tr>
<tr>
<td>7</td>
<td>(1 \times 2^0 + 1 \times 2^1 + 1 \times 2^2)</td>
<td>111</td>
</tr>
<tr>
<td>8</td>
<td>(0 \times 2^0 + 0 \times 2^1 + 0 \times 2^2 + 1 \times 2^3)</td>
<td>1000</td>
</tr>
<tr>
<td>9</td>
<td>(1 \times 2^0 + 0 \times 2^1 + 0 \times 2^2 + 1 \times 2^3)</td>
<td>1001</td>
</tr>
<tr>
<td>10</td>
<td>(0 \times 2^0 + 1 \times 2^1 + 0 \times 2^2 + 1 \times 2^3)</td>
<td>1010</td>
</tr>
</tbody>
</table>
For the example above, fractions that can be expressed with three or fewer coefficients down to 1/8th are presented. Some of the numbers in the table contain the same number of significant figures in both bases. This is serendipitous.

As one final example, consider $5.625_{10} = 101.101_2$. This example illustrates the fact that a different number of significant figures is required to express a number in different bases. This is an important fact whose consequences cannot be overlooked, especially in the world of finite precision arithmetic [1]. One consequence is that some fractions may have a finite number of coefficients in one representation while producing an infinite repeating sequence in another representation. The maximum number of coefficients for representing a number that can be stored in memory is restricted, which means that error will necessarily exist when approximating such numbers. Recall how the fraction $1/3$ is dealt with in base 10, $0.3333\ldots$, or $0.\overline{3}$ to be exact. The bar notation indicates that the sequence repeats an infinite number of times. When using the number in a calculation, it would be truncated, keeping as many places as necessary to maintain the proper number of significant figures in the final answer, for example, $1/3 \approx 0.3333$. Now consider what would happen if only four significant figures were allowed for a number in any representation. This limitation imposes a new constraint called precision. The last example now reads $5.625_{10} \approx 101.1_2$. Starting with this number in base 10 representation, converting to base 2, truncating to four significant figures, and then converting back to base 10 gives $5.500_{10}$, or $5.625_{10} \approx 5.500_{10}$. This is not a horrible approximation, but can we do better? Not to this level of precision.

Three more bases commonly used in computer science are septal (base 7), octal (base 8), and hexadecimal (base 16). Coefficients in septal and octal can be represented by their integer values in base 10, 0–6, and 0–7, respectively. For hexadecimal, 16 characters are needed for each coefficient. The convention used is that each $a_n$ takes a value in the set \{0, 1, 2, \ldots, 9, A, B, \ldots, F\}. Table 2.3 lists the first 16 whole numbers in all representations introduced in this section.

### 2.1.2 Floating-Point Numbers

The IEEE Std 754-1985 defines a standard for representing various numbers as a sequence of bits called a bit string [2]. To represent arbitrary numbers, a form of base 2 scientific notation is used:

$$N = (-1)^s m \times 2^e$$  \hspace{1cm} (2.4)
Three quantities specify the number $N$. $S$ is the sign and can be either $(0, 1)$ for $+$ or $-$, respectively. The number $m$ is called the mantissa and is a binary fraction of the form $1.F$. The exponent is given by $E$. Normalized numbers have the exponent biased depending on the precision. When represented as a bit string, the binary representation of these numbers is placed in the order $(S, E, m)$. In binary notation, the mantissa digits are denoted $b_i$, and the exponent is denoted $a_j$, where the limits on $i, j$ are related to the type, that is, single precision or double precision. A visual representation of the bit string is given as follows:

$$\pm \ a_1 a_2 \cdots a_N \ b_1 b_2 \cdots b_M$$

In normalized format the leading bit of the mantissa is 1 and the exponent has a bias of $2^{N-1} - 1$. The width of the exponent and mantissa along with the bias is listed in for single-, double-, extended-, and quad-precision floating-point number (Table 2.4).

As an example, the single-precision floating-point representation of 3.7 is given as follows:

$$0 \ 10000000 \ 11011001100110011001100$$
The binary representation of 0.7 produces an infinite repeated sequence, 0.101100, which is truncated. There are a few special numbers in the IEEE standard. When the exponent reaches its maximum value and the mantissa is 0, this is defined as infinity in the floating-point system. Another floating-point number is NaN, or not a number. This arises in situations such as 0/0, \( \infty / \infty \), \( \infty - \infty \), \( -\infty + \infty \), and \( 0 \times \infty \). There are two types of NaNs, quiet and signaling. A signaling NaN raises an exception, whereas the quiet NaN will propagate through a routine without any problem, producing NaN for the output. Associated with floating-point arithmetic is the notion of machine epsilon. Given a base and precision, the width of the mantissa including the implicit bit and the machine epsilon is defined as

\[
\varepsilon = b^{-p-1}
\]  

Machine epsilon in binary and decimal representation is listed in Table 2.5 for the four floating-point types in Table 2.4.

### Table 2.5 Machine epsilon for floating-point types

<table>
<thead>
<tr>
<th>Type</th>
<th>Epsilon (binary)</th>
<th>Epsilon (decimal)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single</td>
<td>(2^{-23})</td>
<td>(\sim 1.19 \times 10^{-7})</td>
</tr>
<tr>
<td>Double</td>
<td>(2^{-52})</td>
<td>(\sim 2.22 \times 10^{-16})</td>
</tr>
<tr>
<td>Extended</td>
<td>(2^{-63})</td>
<td>(\sim 1.08 \times 10^{-19})</td>
</tr>
<tr>
<td>Quad</td>
<td>(2^{-112})</td>
<td>(\sim 1.93 \times 10^{-112})</td>
</tr>
</tbody>
</table>

2.2 Computational Cost

There are two types of cost to consider in simulation development: processing time and memory. One is typically concerned with estimating how these quantities scale with the size of the simulation input, for example, number of degrees of freedom. For calculations involving a large number of operations or a set of operations acting on a large number of degrees of freedom, the “Big O” notion is useful for estimating the processing time and memory. If an algorithm operates on a large number of array elements, \(N\), Big O refers to the largest power of \(N\) obtained in counting the operations. It represents the limiting behavior of the algorithm. The purpose of the notation is to provide insight into how processes scale. Overall constants are dropped and the order of the process is quoted as \(O(N^\alpha)\), where \(\alpha\) is a real number, usually but not necessarily an integer. Leading order estimates do not have to be a power of \(N\). Examples include \(O(N \log N)\), \(O(2^N)\), and \(O(N!)\). To estimate the cost of an algorithm, values for the cost of various processes are needed. A rough estimate could assume that all calculations are equal in cost for a single execution, but this is not very accurate. The fastest operation on a computer is addition (and subtraction). On current processors, multiplication of floating-point numbers is about the same cost as addition. Division of two numbers requires more than one addition and is a more expensive operation. Denoting the cost of an addition by \(c_a\) for a floating-point operation, division can cost between 3 and 10 times \(c_a\), the square root function between 1 and 18 times, and transcendental functions, trigonometric,
and so on up to 15–50 times the cost of an addition. These ranges were estimated using information from Ref. [3], scaling by the cost of a floating-point addition. The range of values is due to differences in architecture location of data in memory and other factors. The take-away is that more complex operations have a larger individual unit of cost. As an example, consider the cost of evaluating the dot product between two vectors of size \( N \). The operation will require \( N \) multiplications and \( N - 1 \) additions. The total cost of these operations is estimated to be \( C_{\text{Dot}} = 2c_aN - c_a \). Taking the largest power of \( N \) and dropping constant, the dot product is an \( O(N) \) algorithm. Doubling the size of an array would double the processing time for this calculation. Matrix multiplication can be thought of as taking a dot product for every row of one matrix with every column of the other matrix. For two \( N \times N \) matrices, this is \( N^2 \) dot products so the process is \( O(N^3) \). Inverting a matrix by Gauss–Jordan elimination is also \( O(N^3) \). Consider the process of solving the linear system, \( A \cdot x = b \), for \( M \) distinct r.h.s. inputs, \( b \). Once the matrix is inverted, there is no need to invert it again to solve the system with different input vectors. Each multiplication of a matrix times a vector consists of \( N \) dot products, each row of \( A^{-1} \) with \( b \). Solving the system is an \( O(N^2) \). Given \( M \) r.h.s. vectors, the total cost is \( \sim N^3 + MN^2 \). Clearly the inverting is the most expensive part of the procedure. Even for a large number of inputs, say, \( M \sim N \), the entire process is still only \( O(N^3) \). Of course, it would be wrong to conclude that there is no extra cost to adding more instances of \( b \) on the pile. That would be comparing apples to oranges. If the inversion is a one-time task followed by a series of applications to an input, then the cost to solve for multiple inputs scales as \( MN^2 \). Lastly, if one were to run a routine for solving a linear system \( M \) times that only accepted a single \( b \) and did not save the inverse, the cost would be \( O(MN^3) \). This is clearly never a wise move.

The use of Big \( O \) provides an estimate of how algorithms scale, but it is equally important to consider the low-level unit cost of operations. The following example is a modified version of that found in Ref. [3]. Consider the cross term of an interference pattern. Two \( N \)-dimensional (\( N \)-dim) arrays of data, \( A \) and \( B \), are given, and the calculation being done is \( \cos(A_i - B_j) \) for all pairs \( i \neq j \). Since the operation is symmetric, there is no need to calculate this for each pair. The total number of calculations is \( N(N - 1)/2 \):

\[
\begin{align*}
\text{for } i &= 1 \text{ to } N \\
\quad &\text{for } j = i + 1 \text{ to } N \\
&Z_{i,j} = \cos (A_i - B_j)
\end{align*}
\]

The cost of this algorithm is \( c_T N(N - 1)/2 \), where \( c_T \) is the cost of a trigonometric function evaluation, the cost of subtraction being ignored relative to transcendental function evaluation. The same calculation can be done by evaluating the trigonometric functions in a single loop and evaluating the quantity \( Z_{ij} \) using the trig identity \( \cos(a - b) = \cos a \cos b + \sin a \sin b \):

\[
\begin{align*}
\text{for } i &= 1 \text{ to } N \\
&X_1 = \cos A_i \\
&X_2 = \cos B_i \\
&Y_1 = \sin A_i \\
&Y_2 = \sin B_i \\
\text{for } i &= 1 \text{ to } N \\
\quad &\text{for } j = i + 1 \text{ to } N \\
&Z_{i,j} = X_1 X_2 j + Y_1 Y_2 j
\end{align*}
\]
The cost for this process is $4cTN$ for the first loop, evaluation of the trigonometric functions, and $3c_a(N - 1)/2$ for the double loop, for a total of $4cTN + 3c_aN(N - 1)/2$. The leading orders of these algorithms are $O(cTN^2)$ for the first approach and $O(3c_aN^2)$ for the second. For large $N$ the ratio of these is $3c_a/cT$. Based on the values for evaluating transcendental functions provided earlier, the second approach can result in significant time savings.

Another cost estimate is memory, either the amount of memory that is required in RAM for a given function or the amount of memory that will be produced as output and written to a file. The same estimation process used for estimating process time carries over. The difference is in the unit cost, in this case bytes. To get an accurate estimate, one needs to know the cost of various data types. This boils down to knowing the number of bytes that a single type of data will occupy. Table 2.6 lists some common numeric data types, their size in bytes, and the symbol used to refer to them in this text. The size of a double, $\text{sizeof}$ ($\text{double}$) in C, is denoted by $d$.

Consider a memory estimate for an $N \times N$ matrix. Clearly there are $N^2$ numbers to store, and the total size will depend on the type of data in the matrix. The memory required for this is $\text{sizeof(type)}N^2$. A square matrix double-precision numbers with 10,000 rows and columns would occupy $8 \times (10^4)^2$ bytes = 0.8GB, almost one gigabyte of memory. If a single-precision result is sufficient for later use, this can be cut in half. It is helpful to estimate the memory that will be stored by temporary variables in a software program to ensure that it will not grow too large for the available RAM. Avoiding unnecessary copies of data or the use of additional variables and steps can streamline the performance of algorithms and simulation code. Similarly, it is always a good idea to get an estimate of the amount of output data that will be produced by a simulation and written to file to ensure there is enough storage.

### Table 2.6 Size of various numbers in bytes

<table>
<thead>
<tr>
<th>Number type</th>
<th>Size in bytes</th>
<th>Symbol</th>
</tr>
</thead>
<tbody>
<tr>
<td>Short integer</td>
<td>2</td>
<td>s</td>
</tr>
<tr>
<td>Integer</td>
<td>4</td>
<td>i</td>
</tr>
<tr>
<td>Long integer</td>
<td>8</td>
<td>l</td>
</tr>
<tr>
<td>Single</td>
<td>4</td>
<td>f</td>
</tr>
<tr>
<td>Double</td>
<td>8</td>
<td>d</td>
</tr>
<tr>
<td>Quad</td>
<td>16</td>
<td>q</td>
</tr>
</tbody>
</table>

The purpose of a simulation is to represent the behavior of something in the real world. Fidelity is related to the ability of a simulation to accurately represent the state or behavior of a system. When developing a simulation, it is important to decide ahead of time what is really important. Trying to model a complex system with unknown variables using detailed physics-based simulations may likely not succeed in reproducing data gathered in the field. Under ideal circumstances, carefully measured data under controlled conditions should match results from a well-designed model of the system. Common adjectives like “high,” “medium,” and “low” are frequently used in describing the fidelity of simulations. There is nothing wrong with these descriptions as long as they are meaningful to the person using them. That is to say, when
someone with expertise in a field describes a simulation as being high fidelity, most likely they are applying a series of technical comparisons to the results of the simulation in their mind, possibly recalling past experience using the simulation and a lifetime of knowledge regarding what to expect. Defining a fidelity requirement to drive the scope of a simulation development effort requires a detailed description of what the simulation is meant to model, specific descriptions of allowed errors in outputs, and conditions under which the simulation and its results will be used. Using a term like “high fidelity” or even “low fidelity” to set expectations for a simulation will lead to an endless spiral of rework to meet an undefined, and hence unrealizable, expectation. This topic has been the subject of efforts to develop a quantitative, technically meaningful definition of fidelity. The reader is encouraged to review Ref. [4]. Another factor related to fidelity decisions is complexity. Simulations that are very complex can be difficult to test, debug, and maintain. They can also become unstable, being well behaved and producing reliable results only in a limited range of cases.

For the purposes of this text, the system under study is an equation, the wave equation. True its value only resides in the fact that it can describe physical phenomena like acoustics, optics, and quantum mechanics, but it is this equation and the behavior of its solutions under mathematically ideal circumstances that is of interest. A particular numerical implementation of the wave equation can be considered to have “good” fidelity if it reproduces the expected results to within some tolerance when compared with known exact solutions. This is really a validation criterion. Ensuring a good match between two models does not ensure matching with nature, and it does not mean that the implementation will continue to perform as well when it is used outside the set of validation test cases. Validating a procedure against other known results is used to build confidence in the new implementation and, if they fail to match, uncover unintentional errors. Again, the focus of the text is on methods for modeling the wave equation. How the outputs of this equation are used to model music on a windy day, sonar pings in a noisy environment, and so on is a different matter. The person developing models for these purposes has to take into account the unknowns and their potential impact on fidelity. Through this process reasonable compromises can be made, leading to a reduction in complexity while producing useful results.

2.4 Code Development

This section deals with the process of converting a mathematical expression into some type of computer program. This is done by example to illustrate the kind of issues that can arise. Given some proficiency in at least one language, even a high-level language, the real task is deciding how to approach the problem of turning equations into code. This assumes that a modeling paradigm has been chosen.

Sometimes a set of equations written on paper already looks like pseudo code but this is typically not the case. One equation does not easily translate to one line of code. Points that are often overlooked are; (1) that there are preconditions on data, and (2) constraints required for the answers to make sense. Sometimes simple math equations come with lists of caveats, and these caveats are not usually considered as part of the “equation,” but in fact they are and need to be implemented for things to work. Whether or not a particular condition or constraint requires additional processing steps or data types depends on the language used.
A simple example is provided to illustrate this point. The task is to write a function that calculates the two roots of a quadratic expression given the coefficients in standard form:

\[
 r_{1,2} = \frac{-b \pm \sqrt{b^2 - 4ac}}{2a}
\]  

There are a few things hidden in this equation. The first is that it is two equations, one for each of two roots. This isn’t hard to handle but may look different in MATLAB than in C [5]. Sample code for both is provided as follows:

```matlab
function [roots] = quadraticRoots(a, b, c)
    inv_2a = 1.0/(2*a);
    R = sqrt(b^2 - 4*a*c);
    Roots = inv_2a*[−b + R; −b − R];

end example
```

Next here is the same example in C:

```c
double quadraticRoots(double a, double b, double c, double *r){

double R, inv_2a;

    inv_2a = 1.0/(2.0*a);
    R = sqrt(b*b - 4*a*c);
    r[0] = inv_2a*(R-b);
    r[1] = -inv_2a*(R+b);
}
```

An obvious difference is the occurrence of “double.” This is a key word in C and many other languages to indicate what type of number is being used to approximate the variable and how much memory to allocate. In C the type of data each variable represents needs to be specified. In MATLAB and other high-level languages, all variables are assumed to be double unless specified otherwise. In defining a function in C, the output, a pointer to an array, is specified as an input, indicated by the “double *r”. Finally notice that the index
for $r$ starts at 0, whereas in MATLAB it would start at 1. The next thing to notice in the quadratic formula is the possibility of a negative radicand and hence a complex result for the root. A human can understand all the possible cases and what they mean geometrically, but a computer can’t. It needs to be told how to give the user what they want, and the user needs to interpret the results based on an understanding of the original problem. In MATLAB, this is not an issue since MATLAB is capable of handling complex numbers without special instructions. One could say that all numbers in MATLAB are double, complex, 1 by 1 matrices. The number 1 would be $1.000\ldots + 1i\ 0.000\ldots$, $1i$ is the syntax for $\sqrt{-1}$. In C/ C++ one would need to either make each root a 2-dim array containing the real and imaginary parts or declare a complex double data type that requires an additional library. This is the least of our trouble since C will not understand what it means to calculate $\sqrt{-1}$ under normal circumstances. To continue this example, assume the use of a programming language that does not understand complex numbers but avoid C/C++ specific syntax [6]. The goal is to write a function that is capable of producing both roots and expressing all the information required to interpret them. Start by writing down exactly what will be done and what is needed in a detailed set of instructions. In this example as many as four output variables are needed; self-explanatory names are provided as follows:

realRoot1, imagRoot1, realRoot2, imagRoot2

Given the coefficients $a$, $b$, and $c$, calculate the radicand $b^2 - 4ac$ and call it rdcnd. We now have a variable $rdcnd = b^2 - 4ac$.

Check the sign on the radicand, $b^2 - 4ac$, since that determines the type of roots. There are three cases:

Case 1: $rdcnd = 0$, there is one real root not two.
Case 2: $rdcnd > 0$, there are two real roots.
Case 3: $rdcnd < 0$, there are two complex roots.

The third case is the cause of possible issues. Here is a strategy for dealing with case 3. If $rdcnd < 0$, then change the sign, calculate the radical term in the quadratic formula, and store the result as the imaginary part of the output.

Calculate the two parts of the root and give them names:

\[
\begin{align*}
  x &= -b / (2a), \\
  y &= \sqrt{\text{abs}(rdcnd)}/(2a)
\end{align*}
\]

Now store the results depending on which of the three cases is realized.

If case 1 is true, then let

realRoot1 = $x$, imagRoot1 = 0, realRoot2 = $x$, imagRoot2 = 0

If case 2 is true, then let

realRoot1 = $x + y$, imagRoot1 = 0, realRoot2 = $x - y$, imagRoot2 = 0
Finally, if case 3 is true, then let

\[
\text{realRoot1} = x, \text{imagRoot1} = y, \text{realRoot2} = x, \text{imagRoot2} = -y
\]

The previous dialog goes through all the logic behind the three cases. A cleaner version of the pseudo code is provided as follows:

**Input variables**

\(a, b, c\)

**Output variables**

\(\text{realRoot1, imagRoot1, realRoot2, imagRoot2}\)

**Processing instructions**

\[
\text{rdcnd} = b^2 - 4ac \\
x = -b/(2a) \\
y = \sqrt{\text{abs(rdcnd)}}/(2a)
\]

**If** \(\text{rdcnd} = 0\)

\[
\text{realRoot1} = x \\
\text{imagRoot1} = 0 \\
\text{realRoot2} = x \\
\text{imagRoot2} = 0
\]

**If** \(\text{rdcnd} > 0\)

\[
\text{realRoot1} = x + y \\
\text{imagRoot1} = 0 \\
\text{realRoot2} = x - y \\
\text{imagRoot2} = 0
\]

**If** \(\text{rdcnd} < 0\)

\[
\text{realRoot1} = x \\
\text{imagRoot1} = y \\
\text{realRoot2} = x \\
\text{imagRoot2} = -y
\]

Writing things out this way makes the logic flow and the steps clear. And it looks like code in many languages. The virtue of writing pseudo code is that it serves as an organizing tool revealing redundant steps and potential optimizations. It serves as a shorthand notation for a script, and that is exactly what code is, a script. This example was meant to illustrate the steps involved in writing a simple procedure. Since all languages are meant to allow scripts to be turned into binary instructions, it makes sense to start organizing things in terms of this approach. Identify what the inputs and outputs are and if possible what data type is needed. Then write instructions as if you were teaching someone how to perform the calculation. Once the instructions are complete, start organizing those instructions in shorthand. At this point the rest depends on the choice of programming language.
2.5 List of Open-Source Tools

This section offers a small collection of open-source tools that falls into one of three categories: libraries, compilers, and other tools for use with C/C++, open-source equivalents of MATLAB, Maple or Mathematica, and miscellaneous software that is relevant to the subject matter of this text (Tables 2.7, 2.8, and 2.9).

Disclaimer(s)

The author is not endorsing any one package over another or the use of open source as an alternative to professional software packages. These lists are provided as a courtesy for readers interested in using and contributing to open source.

It is the responsibility of the reader to read and understand the license agreement associated with these software libraries and alternatives to professional software. What you can or cannot do is expressed in the license. Read the license.

Table 2.7 Open-source alternatives to MATLAB, MAPLE, or Mathematica

<table>
<thead>
<tr>
<th>Name</th>
<th>Where to find</th>
<th>Brief description</th>
</tr>
</thead>
<tbody>
<tr>
<td>SCILAB</td>
<td><a href="http://www.scilab.org/">http://www.scilab.org/</a></td>
<td>Open-source version of MATLAB</td>
</tr>
<tr>
<td>Octave</td>
<td><a href="https://www.gnu.org/software/octave/">https://www.gnu.org/software/octave/</a></td>
<td>Open-source version of MATLAB</td>
</tr>
<tr>
<td>Maxima</td>
<td><a href="http://maxima.sourceforge.net/">http://maxima.sourceforge.net/</a></td>
<td>Open-source symbolic math software, similar to Maple or Mathematica</td>
</tr>
<tr>
<td>Euler Math</td>
<td><a href="http://euler.rene-grothmann.de/">http://euler.rene-grothmann.de/</a></td>
<td>Open-source version of MATLAB with symbolic math</td>
</tr>
<tr>
<td>Toolbox</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FreeMat</td>
<td><a href="http://freemat.sourceforge.net/">http://freemat.sourceforge.net/</a></td>
<td>Open-source version of MATLAB</td>
</tr>
<tr>
<td>SageMath</td>
<td><a href="http://www.sagemath.org/">http://www.sagemath.org/</a></td>
<td>Open-source alternative to Maple, Mathematica, and MATLAB</td>
</tr>
</tbody>
</table>

Table 2.8 List of C/C++ numeric libraries and other items

<table>
<thead>
<tr>
<th>Name</th>
<th>Where to find</th>
<th>Brief description</th>
</tr>
</thead>
<tbody>
<tr>
<td>GNU Science</td>
<td><a href="https://www.gnu.org/software/gsl/">https://www.gnu.org/software/gsl/</a></td>
<td>Numerical library for C/C++</td>
</tr>
<tr>
<td>Library</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Boost</td>
<td><a href="http://www.boost.org/">http://www.boost.org/</a></td>
<td>Numerical library for C/C++</td>
</tr>
<tr>
<td>Eigen</td>
<td><a href="http://eigen.tuxfamily.org/">http://eigen.tuxfamily.org/</a></td>
<td>Linear algebra library for C/C++</td>
</tr>
<tr>
<td>Armadillo</td>
<td><a href="http://arma.sourceforge.net/">http://arma.sourceforge.net/</a></td>
<td>Open-source linear algebra library for C++</td>
</tr>
<tr>
<td>Visual Studio</td>
<td><a href="https://www.visualstudio.com/vs/">https://www.visualstudio.com/vs/</a></td>
<td>Free C/C++ compiler and IDE</td>
</tr>
<tr>
<td>Express</td>
<td>visual-studio-express/</td>
<td></td>
</tr>
<tr>
<td>GCC</td>
<td><a href="https://gcc.gnu.org/">https://gcc.gnu.org/</a></td>
<td>GNU open-source C/C++ compiler</td>
</tr>
<tr>
<td>FFTW</td>
<td><a href="http://www.fftw.org/">http://www.fftw.org/</a></td>
<td>Free discrete FFT library for C</td>
</tr>
<tr>
<td>Odeint</td>
<td><a href="http://headmyshoulder.github.io/odeint-v2/">http://headmyshoulder.github.io/odeint-v2/</a></td>
<td>Free C++ library of numerical ordinary differential equation solvers</td>
</tr>
</tbody>
</table>
2.6 Exercises

1. For the cos(a − b) evaluation, find the value of N when the two approaches are equal as a function of $r = c_T/c_a$.
2. Write the binary representation of 123.45.
3. For the result of Exercise 2, write the single-precision floating-point representation of this number.
4. Write pseudo code for evaluating Green’s function:

\[
\frac{\exp(ikx)}{x}
\]

where, $x, k$ are real number and $x \geq 0$, $k$ can be either sign. Assume that only real number is possible in the evaluation of the function. You will need to decide what the behavior should be if $x = 0$ is an input.
5. The function in Exercise 4 is used to estimate the interaction among $N$ point line objects.
   (a) How many times will the equation need to be used to calculate all interactions?
   (b) Estimate the computational cost of this calculation including the unit cost of the operations expressed in the equation.
   (c) Estimate the memory required to store all results
   (d) What is the memory requirement for 100,000 objects assuming double precision?
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