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Preface

The fast Fourier transform (FFT) is an efficient implementation of the discrete
Fourier transform (DFT). The FFT is widely used in numerous applications in
engineering, science, and mathematics. This book is an introduction to the basis
of the FFT and its implementation in parallel computing. Parallel computation is
becoming indispensable in solving the large-scale problems that arise in a wide
variety of applications. Since there are many excellent books on FFT, this book
focuses on the implementation details of FFTs for parallel computers. This book
provides a thorough and detailed explanation of FFTs for parallel computers. The
algorithms are presented in pseudocode, and a complexity analysis is provided.

The performance of parallel supercomputers is steadily improving, and it is
expected that a massively parallel system with more than hundreds of thousands of
compute nodes equipped with manycore processors and accelerators will be
exascale supercomputers in the near future. This book also provides up-to-date
computational techniques relevant to the FFT in state-of-the-art parallel computers.

This book is designed for graduate students, faculty, engineers, and scientists in
the field. The design of this book intends for readers who have some knowledge
about DFT and parallel computing. For several implementations of FFTs described
in this book, you can download the source code from www.ffte.jp.

This book is organized as follows. Chapter 2 introduces the definition of the
DFT and the basic idea of the FFT. Chapter 3 explains mixed-radix FFT algorithms.
Chapter 4 describes split-radix FFT algorithms. Chapter 5 explains multidimen-
sional FFT algorithms. Chapter 6 presents high-performance FFT algorithms.
Chapter 7 explains parallel FFT algorithms for shared-memory parallel computers.
Finally, Chap. 8 describes parallel FFT algorithms for distributed-memory parallel
computers.

I express appreciation to all those who helped in the preparation of this book.

Tsukuba, Japan Daisuke Takahashi
March 2019
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Chapter 1 ®)
Introduction Check for

Abstract The fast Fourier transform (FFT) is an efficient implementation of the
discrete Fourier transform (DFT). The FFT is widely used in numerous applications
in engineering, science, and mathematics. This chapter describes the history of the
FFT briefly and presents an introduction to this book.

Keywords Discrete Fourier transform (DFT) - Fast Fourier transform (FFT) -
Parallel processing

The fast Fourier transform (FFT) is a fast algorithm for computing the discrete Fourier
transform (DFT).

The fast algorithm for DFT can be traced back to Gauss’s unpublished work in
1805 [11]. Since the paper by Cooley and Tukey [6] was published in 1965, the FFT
has become to be widely known. Then, Gentleman and Sande presented a variant
of the Cooley-Tukey FFT algorithm [10]. In the Cooley-Tukey FFT algorithm, the
input data is overwritten with the output data (i.e., in-place algorithm), but bit-reversal
permutation is required. It is also possible to construct an out-of-place algorithm that
stores input data and output data in separate arrays. Stockham algorithm [5] is known
as an out-of-place algorithm and it does not require bit-reversal permutation. Bergland
proposed an FFT algorithm for real-valued series [4]. Yavne [18] presented a method
that is currently known as the split-radix FFT algorithm [7]. Singleton proposed a
mixed-radix FFT algorithm [16]. As FFT algorithms of a different approach from
the Cooley-Tukey FFT algorithm, Rader proposed an FFT algorithm that computes
the DFTs when the number of data samples is prime [15]. Kolba and Parks proposed
a prime factor FFT algorithm (PFA) [13]. Winograd extended Rader’s algorithm and
proposed a Winograd Fourier transform algorithm (WFTA) that can be applied to
the DFTs of the powers of prime numbers [17]. Bailey proposed a four-step FFT
algorithm and a six-step FFT algorithm [2]. Johnson and Frigo proposed a modified
split-radix FFT algorithm [12], which is known as the FFT algorithm with the lowest
number of arithmetic operations.

As early studies of parallel FFTs, Pease proposed an adaptation of the FFT
for parallel processing [14]. Moreover, Ackins [1] implemented an FFT for the
ILLIAC 1V parallel computer [3]. Since then, various parallel FFT algorithms and
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2 1 Introduction

implementations have been proposed. Frigo and Johnson developed the FFTW (The
fastest Fourier transform in the west), which is known as the fastest free software
implementation of the FFT [8, 9].

Examples of FFT applications in the field of science are the following:

e Solving partial differential equations,
e Convolution and correlation calculations, and
e Density functional theory in first principles calculations.

Examples of FFT applications in the field of engineering are the following:

e Spectrum analyzers,

e Image processing, for example, in CT scanning and MRI, and

e Modulation and demodulation processing in orthogonal frequency multiplex mod-
ulation (OFDM) used in wireless LAN and terrestrial digital radio and television
broadcasting.

The rest of this book is organized as follows. Chapter 2 introduces the defini-
tion of the DFT and the basic idea of the FFT. Chapter 3 explains mixed-radix FFT
algorithms. Chapter 4 describes split-radix FFT algorithms. Chapter 5 explains multi-
dimensional FFT algorithms. Chapter 6 presents high-performance FFT algorithms.
Chapter 7 explains parallel FFT algorithms for shared-memory parallel computers.
Finally, Chap. 8 describes parallel FFT algorithms for distributed-memory parallel
computers. Performance results of parallel FFT algorithms on parallel computers are
also presented.
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