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Introduction

When we first started talking about writing a book about SQL Server Big Data Clusters,
it was still in one of its first iterations. We both were very excited about all the
technologies included in the product and the way it could potentially change the field
of data processing and analytics. Little did we know how much changes the product
was going to receive while we were writing this. Ultimately this resulted in us almost
rewriting the entire book on a monthly basis. While this was a massive endeavor, it also
allowed us to follow, and document, everything the product went through during its
development. Now that the final product has shipped, we thought it was about time to
provide an updated version that reflects everything that Big Data Clusters is today; the
result is the book in front of you right now!

SQL Server Big Data Clusters is an incredibly exciting new platform. As mentioned
earlier, it consists of a wide variety of different technologies that make it work.
Kubernetes, HDFS, Spark, and SQL Server on Linux are just some of the major players
inside a Big Data Cluster. Besides all these different products combined into a single
product, you can also deploy it on-premises or in the Azure cloud depending on your
use case. As you can imagine, it is near impossible for a single book to discuss all these
different products in depth (as a matter of fact, there are plenty of books available
that do go into all the tiny details for each individual product that is part of a Big Data
Cluster like Spark or SQL Server on Linux). For this reason, we have opted for a different
approach for this book and will focus more on the architecture of Big Data Clusters in
general and practical examples on how to leverage the different approaches on data
processing and analytics Big Data Clusters offer.

With this approach, we believe that while you read this book, you will be able to
understand what makes Big Data Clusters tick, what their use cases are, and how to get
started with deploying, managing, and working with a Big Data Cluster. In that manner
this book tries to deliver useful information that can be used for the various job roles
that deal with data - from data architects that would like more information on how Big
Data Clusters can serve as a centralized data hub to database administrators that want
to know how to manage and deploy databases to the cluster, data scientists that want to
train and operationalize machine learning models on the Big Data Cluster, and many
more different roles. If you are working with data in any way, this book should have
something for you to think about!
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Book Layout

We split this book into nine separate chapters that each highlight a specific area, or

feature, of Big Data Clusters:

Chapter 1: “What Are Big Data Clusters?” In this chapter we will
describe a high-level overview of SQL Server Big Data Clusters and

their various use cases.

Chapter 2: “Big Data Cluster Architecture.” We will go into more
depth about what makes up a Big Data Cluster in this chapter,
describing the various logical areas inside a Big Data Cluster and
looking at how all the different parts work together.

Chapter 3: “Deployment of Big Data Clusters.” This chapter will walk
you through the first steps of deploying a Big Data Cluster using an
on-premises or cloud environment and describe how to connect to
your cluster and finally what management options are available to
manage and monitor your Big Data Cluster.

Chapter 4: “Loading Data into Big Data Clusters.” This chapter will
focus on data ingression from various sources unto a Big Data
Cluster.

Chapter 5: “Querying Big Data Clusters Through T-SQL.” This chapter
focuses on working with external tables through PolyBase and
querying your data using T-SQL statements.

Chapter 6: “Working with Spark in Big Data Clusters.” While the
previous chapter focused mostly on using T-SQL to work with the
data on Big Data Clusters, this chapter puts the focus on using Spark
to perform data exploration and analysis.

Chapter 7: “Machine Learning on Big Data Clusters.” One of the main
features of Big Data Clusters is the ability to train, score, and opera-
tionalize machine learning models inside a single platform. In this
chapter we will focus on building and exploiting machine learning
models through SQL Server In-Database Machine Learning Services
and Spark.
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Chapter 8: “Create and Consume Big Data Cluster Apps.” In the
second to last chapter of this book, we are going to take a close look at
how you can deploy and use custom applications through the Big
Data Cluster platform. These applications can range from manage-
ment tasks to providing a REST API to perform machine learning
model scoring.

Chapter 9: “Maintenance of Big Data Clusters.” To finish off your Big
Data Cluster experience, we'll look at what it takes to manage and
maintain a Big Data Cluster.

xvii



CHAPTER 1

What Are Big Data
Clusters?

SQL Server 2019 Big Data Clusters - or just Big Data Clusters - are a new feature set
within SQL Server 2019 with a broad range of functionality around data virtualization,
data mart scale out, and artificial intelligence (AI).

SQL Server 2019 Big Data Clusters are only available as part of the box-product
SQL Server. This is despite Microsoft’s “cloud-first” strategy to release new features and
functionality to Azure first and eventually roll it over to the on-premises versions later
(if at all).

Major parts of Big Data Clusters run only on Linux. Let that sink in and travel back
a few years in time. If somebody had told you in early 2016 that you would be able to
run SQL Server on Linux, you probably would not have believed them. Then SQL Server
on Linux was announced, but it was only delivering a subset of what it’s “big brother” -
SQL Server on Windows - actually contained. And now we have a feature that actually
requires us to run SQL Server on Linux.

Oh, and by the way, the name is a bit misleading. Some parts of SQL Server Big Data
Clusters don'’t really form a cluster - but more on that later.

Speaking of parts, Big Data Clusters is not a single feature but a huge feature set
serving a whole lot of different purposes, so it is unlikely that you will be embracing
every single piece of it. Depending on your role, specific parts may be more useful to you
than others. Over the course of this book, we will guide you through all capabilities to
allow you to pick those functions that will help you and ignore those that wouldn’t add
any value for you.

© Benjamin Weissman and Enrico van de Laar 2020
B. Weissman and E. van de Laar, SQL Server Big Data Clusters,
https://doi.org/10.1007/978-1-4842-5985-6_1



CHAPTER 1 WHAT ARE BIG DATA CLUSTERS?

What Is a SQL Server 2019 Big Data Cluster Really?

SQL Server 2019 Big Data Clusters are essentially a combination of SQL Server, Apache
Spark, and the HDFS filesystem running in a Kubernetes environment. As mentioned
before, Big Data Clusters is not a single feature. Figure 1-1 categorizes the different
parts of the feature set into different groups to help you better understand what is being
provided. The overall idea is, through virtualization and scale out, SQL Server 2019
becomes your data hub for all your data, even if that data is not physically sitting in SQL

Server.
Data Virtualizantion Managed SQL Server, Spark Complete Al Platform
and Data Lake
| o] | o]
Admin portal and management
services Integrated AD-based security
Analytics Apps
T-sQL REST API Containers for Models
| SQL Server External Tables ] | spark || saLserver | | spark || satsewer |
I Scalable, shared Storage
| Compute and Data Pools | (HDFS)
Open  NoSQL Relational HDFS Fxigrnal Data HDFS
Database Databases
Connectivity

Figure 1-1. Feature overview of SQL Server 2019 Big Data Clusters

The major aspects of Big Data Clusters are shown from left to right in Figure 1-1.
You have support for data virtualization, then a managed data platform, and finally an
artificial intelligence (AI) platform. Each of these aspects is described in more detail in
the remainder of this chapter.

Data Virtualization

The first feature within a SQL Server 2019 Big Data Cluster is data virtualization. Data
virtualization - unlike data integration - retains your data at the source instead of
duplicating it. Figure 1-2 illustrates this distinction between data integration and data
virtualization. The dotted rectangles in the data virtualization target represent virtual
data sources that always resolve back to a single instance of the data at the original
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source. In the world of Microsoft, this resolution of data to its original source is done
via a SQL Server feature named PolyBase, allowing you to virtualize all or parts of your
data mart.

Data Integration Data Virtualization
Source Source
~7 SQL Server !
PolyBase

|

I

.2‘:\ —— 1

& EJ PowerShel !
T-SQL !
|

Target

Figure 1-2. Data virtualization vs. data integration

One obvious upside to data virtualization is that you get rid of redundant data as
you don'’t copy it from the source but read it directly from there. Especially in cases
where you only read a big flat file once to aggregate it, there may be little to no use to
that duplicate and redundant data. Also, with PolyBase, your query is real time, whereas
integrated data will always carry some lag.

On the other hand, you can’t put indexes on an external table. Thus if you have data
that you frequently query with different workloads than on the original source, which
means that you require another indexing strategy, it might still make sense to integrate
the data rather than virtualize it. That decision may also be driven by the question on
whether you can accept the added workload to your source that would result from more
frequent reporting queries and so on.
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Note While data virtualization solves a couple of issues that come with data
integration, it won’t be able to replace data integration. This is NOT the end of SSIS

or ETL @.

Technically, PolyBase has been around since SQL Server 2016, but so far only

supported very limited types of data sources. In SQL Server 2019, PolyBase has been

greatly enhanced by support for multiple relational data sources such as SQL Server
or Oracle and NoSQL sources like MongoDB, HDFS, and all other kinds of data as we

illustrate in Figure 1-3.

-
1

SQL Server
PolyBase
PDW (Orchestrator

.

Data Source
(Format)
External Table

DMS

NoSQL

!

mongo i

PolyBase Connector

(Executor - Performs Operations)

DMS (Executor)

RDBMS
Microsoft
SQL Server
ORACLE

PolyBase Connector

DMS (Executor)

Scale-Out

s o0 PR

HORTONWORKS®

cloudera

aracwr

PolyBase Connector

Figure 1-3. PolyBase sources and capabilities in SQL Server 2019
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Effectively, you can query a table in another database or even on a completely
different machine as if it were a local table.

The use of PolyBase for virtualization may remind you of a linked server and there
definitely are some similarities. One big difference is that the query toward a linked
server tends to be longer and more involved than a PolyBase query. For example, here is
a typical query against a remote table:

SELECT * FROM MyOtherServer.MyDatabase.DBO.MyTable

Using PolyBase, you would write the same query more simply, as if the table were in
your local database. For example:

SELECT * FROM MyTable

PolyBase will know that the table is in a different database because you will have
created a definition in PolyBase indicating where the table can be found.

An advantage of using PolyBase is that you can move MyDatabase to another server
without having to rewrite your queries. Simply change your PolyBase data source
definition to redirect to the new data source. You can do that easily, without harming or
affecting your existing queries or views.

There are more differences between the use of linked servers and PolyBase. Table 1-1
describes some that you should be aware of.

Table 1-1. Comparison of linked servers and PolyBase

Linked Server PolyBase

— Instance scoped — Database scoped

— OLEDB providers — ODBC drivers

— Read/write and pass-through statements — Read-only operations

— Single-threaded — Queries can be scaled out

— Separate configuration needed for each — No separate configuration needed for Always On
instance in Always On Availability Group Availability Group
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Outsource Your Data

You may have heard of “Stretch Database,”! a feature introduced in SQL Server 2016,
which allows you to offload parts of your data to Azure. The idea is to use the feature for
“cold data” - meaning data that you don’t access as frequently because it’s either old (but
still needed for some queries) or simply for business areas that require less attention.

The rationale behind cold data is that it should be cheaper to store that data in Azure
than on premise. Unfortunately, the service may not be right for everyone as even its
entry tier provides significant storage performance which obviously comes at a cost.

With PolyBase, you can now, for example, offload data to an Azure SQL Database
and build your own very low-level outsourcing functionality.

Reduce Data Redundancy and Development Time

Besides offloading data, the reason to virtualize it instead of integrating it is obviously
the potentially tremendous reduction of data redundancy. As data virtualization keeps
the data at its original source and the data is therefore not persisted at the destination,
you basically cut your storage needs in half compared to a traditional ETL-based staging

process.

Note Our “cut in half” assertion may not be super accurate as you may not
have staged the full dataset anyway (reducing the savings) or you may have used
different datatypes (potentially even increasing the savings even more).

Think of this: You want to track the number of page requests on your website per
hour which is logging to text files. In a traditional environment, you would have written
a SQL Server Integration Services (SSIS) package to load the text file into a table, then
run a query on it to group the data, and then store or use its result. In this then new
virtualization approach, you would still run the query to group the data but you'd run
it right on your flat file, saving the time it would have taken to develop the SSIS package
and also the storage for the staging table holding the log data which would otherwise
have coexisted in the file as well as the staging table in SQL Server.

'https://azure.microsoft.com/en-us/pricing/details/sql-server-stretch-database/
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A Combined Data Platform Environment

One of the big use cases of SQL Server Big Data Clusters is the ability to create an
environment that stores, manages, and analyzes data in different formats, types, and
sizes. Most notably, you get the ability to store both relational data inside the SQL Server
component and nonrelational data inside the HDFS storage subsystem. Using Big Data
Clusters allows you to create a data lake environment that can answer all your data needs
without a huge layer of complexity that comes with managing, updating, and configuring
various parts that make up a data lake.

Big Data Clusters completely take care of the installation and management of your
Big Data Cluster straight from the installation of the product. Since Big Data Clusters
is being pushed as a stand-alone product with full support from Microsoft, this means
Microsoft is going to handle updates for all the technologies that make up Big Data
Clusters through service packs and updates.

So why would you be interested in a data lake? As it turns out, many organizations
have a wide variety of data stored in different formats. In many situations, a large
portion of data comes from the use of applications that store their data inside relational
databases like SQL Server. By using a relational database, we can easily query the data
inside of it and use it for all kinds of things like dashboards, KPIs, or even machine
learning tasks to predict future sales, for instance.

A relational database must follow a number of rules, and one of the most important
of those rules is that a relational database always stores data in a schema-on-write
manner. This means that if you want to insert data into a relational database, you have
to make sure the data complies to the structure of the table being written to. Figure 1-4
illustrates schema-on-write.

For instance, a table with the columns OrderID, OrderCustomer, and
“OrderAmount” dictates that data you are inserting into that table will also need to
contain those same columns. This means that when you want to write a new row in this
table, you will have to define an OrderID, OrderCustomer, and OrderAmount for the
insert to be successful. There is no room for adding additional columns on the fly, and in
many cases, the data you are inserting needs to be the same datatype as specified in the
table (for inside integers for numbers and strings for text).
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| e | orsecimore | osenon | Analytics

Write Data Analytics

DataWarehouse Apply Schema Analytics

Figure 1-4. Scheme-on-write

Now in many situations the schema-on-write approach is perfectly fine. You make
sure all your data is formatted in the way the relational databases expect it to be, and
you can store all your data inside of it. But what happens when you decide to add new
datasets that do not necessarily have a fixed schema? Or, you want to process data that
is very large (multiple terabytes) in terms of size? In those situations, it is frequently
advised to look for another technology to store and process your data since a relational
database has difficulties handling data with those characteristics.

Solutions like Hadoop and HDFS were created to solve some of the limitations
around relational databases. Big Data platforms are able to process large volumes of data
in a distributed manner by spreading the data across different machines (called nodes)
that make up a cluster architecture. Using a technology like Hadoop, or as we will use in
this book Spark, allows you to store and process data in any format. This means we can
store huge CSV (comma-separated values) files, video files, Word documents, PDFs, or
whatever we please without having to worry about complying to a predefined schema
like we’'d have to when storing data inside a relational database.

Apache’s Spark technology makes sure our data is cut up into smaller blocks and
stored on the filesystem of the nodes that make up a Spark cluster. We only have to worry
about the schema when we are going to read in and process the data, something that
is called schema-on-read. When we load in our CSV file to check its contents, we have
to define what type of data it is and, in the case of a CSV file, what the columns are of
the data. Specifying these details on read allows us a lot of flexibility when dealing with
this data, since we can add or remove columns or transform datatypes without having
to worry about a schema before we write the data back again. Because a technology
like Spark has a distributed architecture, we can perform all these data manipulation
and querying steps very quickly on large datasets, something we are explaining in more
detail in Chapter 2.

What you see in the real world is that in many situations organizations have both
relational databases and a Hadoop/Spark cluster to store and process their data. These
solutions are implemented separately from each other and, in many cases, do not “talk”

8
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to each other. Is the data relational? Store it in the database! Is it nonrelational like CSV,
IoT data, or other formats? Throw it on the Hadoop/Spark cluster! One reason why we
are so excited over the release of SQL Server Big Data Clusters is that it combines both
these solutions into a single product, a product that contains both the capabilities of a
Spark cluster together with SQL Server. And while you still must choose whether you
are going to store something directly in the SQL Server database or store it on the HDFS
filesystem, you can always access it from both technologies! Want to combine relational
data with a CSV file that is stored on HDFS? No problem, using data virtualization we
described earlier in this chapter, you can read the contents from the CSV file from HDFS
and merge it with your relational data using a T-SQL query producing a single result!

In this sense, SQL Server Big Data Clusters are made up from technologies that
complement each other very well, allowing you to bridge the gap on how limited you
are in processing data based on the manner in which it is stored. Big Data Clusters
ultimately let you create a scalable and flexible data lake environment in which you
can store and process data in any format, shape, or size, even allowing you to choose
between processing the data using SQL Server or Spark, whichever you prefer for the
tasks you want to perform.

The Big Data Cluster architecture will also be able to optimize performance in terms
of data analytics. Having all data you require stored inside a single cluster, whether it is
relational or not, means that you can access it immediately whenever you require it. You
avoid data movement across different systems or networks, which is a huge advantage in
aworld where we are constantly trying to find solutions to analyze data faster and faster.

If you ask us what the ultimate advantage of SQL Server Big Data Clusters is, we
firmly believe it is the ability to store, process, and analyze data in any shape, size, or type
inside a single solution.

Centralized Al Platform

As we described in the preceding section, SQL Server Big Data Clusters allow you to
create a data lake environment that can handle all types and formats of data. Next to
having huge advantages when processing, it naturally also has immense advantages
when dealing with advanced analytics like machine learning. Since all your data is
essentially stored in one place, you can perform tasks like machine learning model
training on all the data that is available on the Big Data Cluster, instead of having to
gather data from multiple systems across your organization.
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By combining SQL Server and Spark, we also have multiple options available when
working with machine learning. We can choose to train and score machine learning
models through Spark directly by accessing data that is stored on the HDFS filesystem, or
use the In-Database Machine Learning Services available to us through SQL Server. Both
these options allow a wide variety in languages and libraries you, or your data science
team, can use, for instance, R, Python, and Java for SQL Server Machine Learning
Services, or PySpark and Scala when running your machine learning workload through
the Spark cluster.

In terms of use cases, Big Data Clusters can handle just about any machine learning
process, from handling real-time scoring to using GPUs in combination with TensorFlow
to optimize the handling of CPU-intensive workloads or, for instance, perform image
classification tasks.
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CHAPTER 2

Big Data Cluster
Architecture

SQL Server Big Data Clusters are made up from a variety of technologies all working together
to create a centralized, distributed data environment. In this chapter, we are going to look at
the various technologies that make up Big Data Clusters through two different views.

First, we are evaluating the more-or-less physical architecture of Big Data Clusters.
We are going to explore the use of containers, the Linux operating system, Spark, and the
HDFS storage subsystem that make up the storage layer of Big Data Clusters.

In the second part of this chapter, we are going to look at the logical architecture
which is made up of four different logical areas. These areas combine several
technologies to provide a specific function, or role(s), inside the Big Data Cluster.

Physical Big Data Cluster Infrastructure

The physical infrastructure of Big Data Clusters is made up from containers on which
you deploy the major software components. These major components are SQL Server on
Linux, Apache Spark, and the HDEFS filesystem. The following is an introduction to these
infrastructure elements, beginning with containers and moving through the others to
provide you with the big picture of how the components fit together.

Containers

A container is a kind of stand-alone package that contains everything you need to run an
application in an isolated or sandbox environment. Containers are frequently compared
to virtual machines (VMs) because of the virtualization layers that are present in both
solutions. However, containers provide far more flexibility than virtual machines. A
notable area of increased flexibility is the area of portability.
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One of the main advantages of using containers is that they avoid the
implementation of an operating system inside the container. Virtual machines require
the installation of their own operating system inside each virtual machine, whereas with
containers, the operating system of the host on which the containers are being run is
used by each container (through isolated processes). Tools like Docker enable multiple
operating systems on a single host machine by running a virtual machine that becomes
the host for your containers, allowing you to run a Linux container on Windows, for
example.

You can immediately see an advantage here: when running several virtual machines,
you also have an additional workload of maintaining the operating system on each
virtual machine with patches, configuring it, and making sure everything is running
the way it is supposed to be. With containers, you do not have those additional levels
of management. Instead, you maintain one copy of the operating system that is shared
among all containers.

Another advantage for containers over virtual machines is that containers can be
defined as a form of “infrastructure-as-code.” This means you can script out the entire
creation of a container inside a build file or image. This means that when you deploy
multiple containers with the same image or build file, they are 100% identical. Ensuring
100% identical deployment is something that can be very challenging when using virtual
machines, but is easily done using containers.

Figure 2-1 shows some differences between containers and virtual machines around
resource allocation and isolation. You can see how containers reduce the need for
multiple guest operating systems.

Physical Computer Physical Computer

a

Python Python Python

Python

Binaries Binaries

Binaries Binaries Binaries

Host Operating System Host Operating System
| Infrastructure | Infrastructure

Figure 2-1. Virtual machine vs. containers
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A final advantage of containers we would like to mention (there are many more to
name, however, that would go beyond the scope of this book) is that containers can
be deployed as “stateless” applications. Essentially this means that containers won't
change, and they do not store data inside themselves.

Consider, for instance, a situation in which you have a number of application
services deployed using containers. In this situation, each of the containers would run
the application in the exact same manner and state as the other containers in your
infrastructure. When one container crashes, it is easy to deploy a new container with
the same build file filling in the role of the crashed container, since no data inside the
containers is stored or changed for the time they are running.

The storage of your application data could be handled by other roles in your
infrastructure, for instance, a SQL Server that holds the data that is being processed by
your application containers, or, as a different example, a file share that stores the data
that is being used by the applications inside your containers. Also, when you have a
new software build available for your application servers, you can easily create a new
container image or build file, map that image or build file to your application containers,
and switch between build versions practically on the fly.

SQL Server Big Data Clusters are deployed using containers to create a scalable,
consistent, and elastic environment for all the various roles and functions that are
available in Big Data Clusters. Microsoft has chosen to deploy all the containers using
Kubernetes. Kubernetes is an additional layer in the container infrastructure that acts
like an orchestrator. By using Kubernetes (or K8s as it is often called), you get several
advantages when dealing with containers. For instance, Kubernetes can automatically
deploy new containers whenever it is required from a performance perspective, or
deploy new containers whenever others fail.

Because Big Data Clusters are built on top of Kubernetes, you have some flexibility in
where you deploy Big Data Clusters. Azure has the ability to use a managed Kubernetes
Service (AKS) where you can also choose to deploy Big Data Clusters if you so want to.
Other, on-premises options are Docker or Minikube as container orchestrators. We will
take a more in-depth look at the deployment of Big Data Clusters inside AKS, Docker, or
Minikube in Chapter 3.

Using Kubernetes also introduces a couple of specific terms that we will be using
throughout this book. We've already discussed the idea and definition of containers.
However, Kubernetes (and also Big Data Clusters) also frequently uses another term
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called “pods.” Kubernetes does not run containers directly; instead it wraps a container
in a structure called a pod. A pod combines one or multiple containers, storage
resources, networking configurations, and a specific configuration governing how the
container should run inside the pod.

Figure 2-2 shows a simple representation of the node - pods - container architecture
inside Kubernetes.

A

el !
Node Node Node
Pod Pod

Pod
Container

Container

Container Container

Figure 2-2. Representation of containers, pods, and nodes in Kubernetes

Generally, pods are used in two manners: a single container per pod or multiple
containers inside a single pod. The latter is used when you have multiple containers
that need to work together in one way or the other - for instance, when distributing a
load across various containers. Pods are also the resource managed to allocate more
system resources to containers. For example, to increase the available memory for your
containers, a change in the pod’s configuration will result in access to the added memory
for all containers inside the pod. On that note, you are mostly managing and scaling
pods instead of containers inside a Kubernetes cluster.

Pods run on Kubernetes nodes. A node is the smallest unit of computing hardware
inside the Kubernetes cluster. Most of the time, a node is a single physical or virtual
machine on which the Kubernetes cluster software is installed, but in theory every
machine/device with a CPU and memory can be a Kubernetes node. Because these
machines only function as hosts of Kubernetes pods, they can easily be replaced, added,
or removed from the Kubernetes architecture, making the underlying physical (or

virtual) machine infrastructure very flexible.
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