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Preface
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Part I
Computing
Chapter 1
Real-Time Implementation of Enhanced Energy-Based Detection Technique

Vatsala Sharma and Sunil Joshi

1 Introduction

Next-generation networks have increased the demand of spectrum. Efficient spectrum utilization is needed to meet the user demand. Cognitive radio technology is used to opportunistically access the available spectrum band also known as spectrum holes. Sensing of spectrum is very crucial to exploit the spectrum bands that are not in use in any cognitive radio environment. Many detection techniques have been studied in literature so far. Commonly studied and analyzed detection methods include energy-based detection, feature-based detection, matched filter-based detection, Eigen value-based detection, etc. Energy-based detection is the most commonly researched technique by the researchers [1] due to its ease of implementation.

The basis of energy detection techniques comes from the work done by Urkowitz [2]. It is a non-coherent technique which can blindly detect unknown signals without any information about the characteristic features of signal transmitted by licensed primary user. It works on the principle of binary hypothesis testing given by [2],

\[
C(T) = A(T) + B(T) : Z_0
\]

\[
C(T) = B(T) : Z_1
\]

(1)

where \(C(T)\) denotes the signal at the receiver node from the secondary user, \(A(T)\) is the signal broadcast from the primary node and \(B(T)\) is the error signal. \(Z_0\) and \(Z_1\) symbolize the binary hypothesis results of the existence and non-existence of information signal, respectively. That is \(Z_0\) symbolizes that the channel band is in use by the primary node and thus channel is busy while \(Z_1\) symbolizes that the primary node information signal does not exist; therefore, channel is idle.
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Cooperation among cognitive (secondary) nodes enhanced the detection accuracy of energy-based detection [3]. The traditional method of energy-based detection technique with cooperation among secondary generally compares the measured energy of received signal with a predefined single threshold value. Further, researchers optimized the detection accuracy by using double threshold and triple threshold-based energy detection [4]. In double threshold detection, two threshold values are defined and compared with the test statistics and decision of existence and non-existence of primary user is taken accordingly [5] while three threshold values are considered in case triple threshold-based energy detection [6]. Researchers proved that increasing the threshold value results in improved detection accuracy also with low SNR regimes [7]. The proposed design based on energy measurements along with cooperation among secondary users is optimized using multiple threshold values. The proposed algorithm is implemented in real time using wireless access research platform. As per our best knowledge, the multiple threshold-based energy detection technique is not studied so far in literature till date.

The following sections in the remaining paper are abides by Sect. 2 that explains the system architecture of the aimed energy-based detection technique and the test statistics used to analyze its performance. In Sect. 3, the proposed design is implemented in real-time scenario using wireless access research platform. The methodology and the steps of implementation are explained in detail. The following Sect. 4 analyzes the performance based on detection accuracy of the proposed energy detection technique with the help of simulation results. The post-implementation simulation results are also explained. Last but not least, the conclusion of the paper is discussed.

2 System Architecture

The architecture of the system consists of single primary node, three cognitive users (secondary users) and a decision center as depicted in Fig. 1. Every secondary user exhibits energy-based detection evaluation for sensing the channel with different thresholds. The energy measured by secondary users (SUs) compares the measured value with the predefined threshold values \( \lambda \) and thus decides the existence of primary user (PU). The conclusion is forwarded to the fusion center where the final result is hard combined to analyze the occurrence of primary node signal transmission.

The hard fusion schemes include majority \((k\text{-by-}n)\) rule, OR-based rule and AND-based rule [8]. OR rule is used mostly in multiple decision fusion during fading environment. AND rule is mostly used in hardware implementations to avoid high data rates which cause data overhead. Above all, majority rule performs better than both AND and OR rule-based hard fusion schemes [9].

The energy-based detector works on the principle of non-coherent detection, that is, it can determine un deterministic signals. In this technique, the incoming signal energy of the broadcasted signal is observed and equated with the reference value of threshold. The received signal is converted to digital IQ format in case the signal
is analog followed by its FFT transformation as depicted in Fig. 2. The energy of the signal is measured using square law device followed by evaluating the average value of the same. The measured value is equated with predefined values $\lambda_i$ known as threshold. The test statistics defined for energy detection is given by [10].

$$T_i = \sum_{t=1}^{k} \left( \frac{|y_i(t)|}{\sigma_n} \right)^2,$$  

where $t$ is the indices of samples considered, $k$ notify the count of samples, $i$ notify the count of cognitive nodes (secondary users) and $\sigma_n$ defines the noise variance of the complex AWGN noise which is circularly symmetric. If the detected signal energy received at the cognitive node is larger than the reference value of signal threshold, it detects the spectrum band is utilized by the primary node, otherwise the signal is absent and the channel is vacant.
The architecture of the aimed design is analyzed that depends on multiple thresholds is done on the basis of detection parameters. Detection probability is denoted as \( P_d \) and defined as correct detection of primary user signal when primary user is transmitting, whereas false alarm probability denoted as \( P_f \) can be described as sensing the of presence of signal transmitted by primary user while the exact signal with information from primary node is not transmitting. Mathematically, the detection probability for \( i \)th secondary node should be expressed by Eqs. (3) and (4) expresses the false alarm probability for \( i \)th secondary user [11, 12].

\[
P_d = P\{T_i \geq \lambda_i | B_1\} = Q_u\left(\sqrt{2\gamma_i}, \sqrt{\lambda_i}\right)
\]

\[
P_f = P\{T_i \geq \lambda_i | B_0\} = \frac{\Gamma(u, \lambda_i/2)}{\Gamma(u)}
\]

where \( \lambda \) notify the reference value of threshold by which the result of test statistic is compared, \( \gamma \) is notified as the value of signal to noise ratio for signal present at the cognitive node, \( Q_u \) represents Marcum \( Q \)-function in its generalized form, \( \Gamma(.,.) \) and \( \Gamma(.) \) notifies gamma functions incomplete and complete, respectively.

3 Hardware Implementation

Real-time implementation of optimized energy detection technique is done using WARP v3 kit (wireless access research platform) invented by the researchers of Rice University. It operates on ISM bands. The hardware implementation is done using two WARP nodes with one radio acting as primary user and rest acting as secondary users. The primary node transmits the signal that is found by the cognitive (secondary) nodes. The transmitter block with its process description is given in Fig. 3, whereas the receiver block diagram which is just reverse of transmitter block is presented in Fig. 4. At the transmitter end, the signal is generated by a random source in IQ bit format. Then the signal is modulated followed by interpolation to increase the sampling frequency and up conversion. At the receiver end, the signal received is decimated to recover the actual sampling frequency of the signal followed by energy-based detector. The traditional energy-based detection method includes

![Fig. 3 Block diagram of WARP transmitter node](image_url)
the calculation of the energy of the recovered signal using fast Fourier transform and compared with the threshold to obtain decision bit at the fusion center.

The results from all the secondary user need to be combined to get the final decision. The proposed energy detection technique is based on hard combining decision fusion scheme [13]. Hard combining decision fusion scheme may be AND-based, OR-based or majority rule-based where the final decision depends on the majority of decision [14]. If more number of secondary user results in the decision denoting the involvement of the signal transmitted by primary node, then final result will depict the presence of the signal, and if the majority of secondary users depicts the non-existence of the signal transmitted from primary user, then decision fusion result will show that the primary user is absent [15]. Algorithm to implement energy-based detection with cooperation among secondary users using WARP V3 kit is as follows [16].

Step 1: Define the parameters and initialize to load the global definition to WARP node.
Step 2: Set up the radio parameters to enable WARP node to sense the received signal and trigger the same to start the reception.
Step 3: Read and store the received samples from the WARP node.
Step 4: Reset and disable the WARP node.
Step 5: Calculate the energy using test statistics for the signal received by the WARP node using FFT and plot the FFT of received waveform samples.
Step 6: Plot the IQ bits of the received waveform to notify the existence or non-existence of signal transmitted by primary node.
Step 7: Measure the received signal strength RSSI (dBm) of the received signal and plot as well.
Step 8: Close the socket.

4 Experimental Results

4.1 Results of Simulation of Proposed Algorithm

The analysis of the simulated curves (ROC curves) of the proposed multiple threshold energy detection is done with the help of simulated parameters denoting the detection accuracy with the help of false alarm probability and detection probability. The ROC
curves for probability with false alarm versus probability with detection as shown in Fig. 5 depict that the detection accuracy improves as the value of threshold increases. Since the final decision is the result of the combined decision of all the values at different threshold levels, the overall accuracy of the system is improved.

Detection accuracy of the proposed design is compared with the conventional energy detection based on single threshold value as shown in Fig. 6. The corresponding ROC curve shows that the detection accuracy of the energy detector based on single threshold value is 40% less than the detection accuracy of the enhanced energy detector based on multiple threshold values.

4.2 Results of Real-Time Implementation of Proposed Algorithm

Now, the proposed energy detector is implemented in real-time environment using wireless access research platform and the post-simulation results after the implementation are analyzed. The detection accuracy results of the implemented enhanced energy detector are almost similar compared to the simulation detection accuracy results measured before the hardware implementation as observed in Fig. 7.
Fig. 6 $P_d$ versus $P_f$ curve for cooperative sensing proposed and conventional energy detection schemes

Fig. 7 ROC curve for proposed energy detector before and after the hardware implementation
Finally, the individual region of convergence for detection and false alarm probability is also studied with the help of Fig. 8. It is shown that the detection accuracy of enhanced energy detector improves with increasing value of lambda in both the simulation and implementation results. The little variation is due to the unwanted noise and interference signals during hardware implementation. The simulation curves in the graph with threshold values $\lambda_1\text{ Sim}$, $\lambda_2\text{ Sim}$ and $\lambda_3\text{ Sim}$ represent the ROC curves between false alarm probability versus detection probability before hardware implementation and the ROC curves with threshold values $\lambda_1\text{ Imp}$, $\lambda_2\text{ Imp}$ and $\lambda_3\text{ Imp}$ represent the ROC curves after the hardware implementation.

5 Conclusion

The traditional single and dual threshold-based energy detection techniques have been improved to aim a multiple threshold energy-based detector (MTED). The performance analysis of the developed MTED is done with the help of ROC curve between detection and false alarm probability; also, it is equated with the traditional energy-based detection method. It is observed that the accuracy of detection of the proposed technique is 40% more than the conventional energy detector. The consequence of different threshold values on the accuracy of detection of the aimed detection technique is analyzed using the ROC curves. The slight variation in the