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Few could have guessed the impact the internet would have on us all at its  inception. 
Today, the internet and the services it provides are essential for  billions of people 
across the world. It is a primary source of communication with friends, family, and 
our communities; it is the primary way in which we access many essential services, 
as well as the way that increasing numbers of us go to work, pursue our educational 
goals, and access sources of entertainment, all on demand.

We did not get to this point by accident. Although the current state of the internet 
could not have been fully foreseen decades ago, it is due to the continuous efforts of 
skilled and driven people from across many different disciplines that the modern 
internet is able to support us as it does today. The story of the internet is not one of 
a single grand original design; it is one of consistent iteration and ingenuity to adapt 
to new technical and business challenges which have emerged over the decades.

As they have in the past, new and emerging use cases are driving the evolution of 
internet and data centre technology. This is resulting in new generations of infra-
structure which are reimagining how the internet that we all use on a daily basis 
should be designed, deployed, and operated as a whole.

Distributed artificial intelligence (AI) and machine learning (ML) are set to per-
manently reshape how many industries, from healthcare and retail to manufactur-
ing and construction, operate due to their ability to enhance the decision‐making 
process and automate difficult tasks with extraordinary speed and precision. City‐
scale internet of things (IoT) and cyber‐physical systems provide machines the 
means to interact physically with our world in ways that have been impossible or 
impractical to achieve before, supported by fifth generation (5G) cellular network 
connectivity and new versions of cloud computing, which are able to support high‐
bandwidth, low‐latency, and real‐time use cases.

Introduction
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The key element underpinning all of these areas of advancement in both technol-
ogy and business is infrastructure edge computing. It is one thing to demonstrate a 
use case in a laboratory environment where everything is a known variable; it is 
quite another to then operate a commercial service in the real world with all of the 
messy constraints that introduces, from cost to performance to timescales.

Edge computing is one of the most frequently mentioned emerging technologies, 
which many believe will make a significant impact on the landscapes of both technol-
ogy and business during the decade of the 2020s. The concept seems simple: By moving 
compute resources as close as possible to their end users, theoretically the latency 
between a user and their application can be reduced, the cost of data transport can be 
minimised, and these two factors combined will make new use cases practical.

But what really is edge computing, beyond the hype, marketing material, and 
hyperbole that always accompany any major technological shift? With so many 
competing definitions of even the most basic elements of the technology, can we 
succinctly define concepts and terminology which allow us to have a consistent 
understanding of the challenges we are trying to solve together as an industry?

What are the key factors driving edge computing, and what must a solution provide 
in order to solve key technical and business challenges? How does edge computing 
really replace, compete with, or augment cloud computing? What is infrastructure 
edge computing, and does it stand alongside the traditional regional, national, and 
on‐premises data centre, or does it seek to replace them entirely?

This book aims to answer all of these questions and provide the reader with a 
solid foundation of knowledge with which to understand how we got to this inflec-
tion point and how infrastructure edge computing is a vital component of the next‐
generation internet – an internet which enables suites of new key use cases that 
unlock untapped value globally across many different industries.
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2.1 Overview

Before delving into the details and technical underpinnings of infrastructure edge 
computing, it is necessary to understand some of the history, terminology, and key 
drivers behind its development, adoption, and usage. This chapter aims to detail 
some of these factors and provide the reader with a shared base of knowledge to 
build upon throughout the rest of this book, starting with terminology.

2.2  Defining the Terminology

One of the most challenging aspects of edge computing has been agreeing upon a 
set of terminology and using it consistently across the many industries to which 
edge computing is of interest. This is by no means a unique challenge when it comes 
to emerging technologies, but in the case of edge, it has contributed significantly to 
confusion between multiple groups and companies who have struggled to reconcile 
their individual definitions of edge computing so that ultimately a shared view of 
what the problem to be solved is, in addition to where it is and how to solve it, could 
emerge and be used.

Part of the challenge in defining edge computing is that by its very nature, the 
concept of an edge is contextual: An edge is at the boundary of something and often 
delineates the specific place where two things meet. These two things may be physi-
cal, as pieces of hardware; they may be logical, as pieces of software; or they may be 
more abstract, such as ownership, intent, or a business model.

What Is Edge Computing?
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Another part of the challenge has been attempting to compress the many dimen-
sions across which a group or company may be concerned with edge computing 
into a small number of terms which are general enough and yet able to convey a 
specific meaning. Although it is appealing to create terms which describe a complex 
and specific set of dimensions as they relate to edge computing, this is a challenging 
path to create terminology which is general enough to use outside of that same 
group because the more dimensions a term or phrase aims to address, the less 
approachable it becomes.

The key to any set of terminology is consistency, and the way to achieve that even 
in highly technical discussions is to limit the scope of the concepts which the termi-
nology aims to define. Once the key parameters of the definition are established, a 
neutral set of terminology can be created which then serves as the basis for addi-
tional layers of complexity to be added, promoting adoption and usage.

The Open Glossary of Edge Computing [1], a project arising out of the initial 
State of the Edge report [2] and co‐authored by the author of this book, established 
a neutral and limited dimension set of terminology for edge computing which has 
seen adoption across the industry and aims to simplify the discussions around edge 
computing by using the physical location of infrastructure and devices to delineate 
which type of edge computing each is able to perform by using the last mile net-
work as the line between them to create a clear point of separation. Additional 
dimensions such as ownership, a specific business model, or any other concern can 
then be layered on top of this physical definition.

Along with the State of the Edge itself, the Open Glossary of Edge Computing has 
been adopted by the Linux Foundation’s LF Edge [3] group as an official project and 
continues to contribute to a shared set of terminology for edge computing to help 
facilitate clear discussion and shared understanding.

2.3  Where Is the Edge?

As previously described, an edge is itself a contextual entity. By itself, an edge 
cannot exist; it is the creation of two things at the point at which they interact. 
This somewhat floaty definition is one part of what has made establishing a 
concise and clear definition of edge computing difficult, especially when com-
bined with the many different factors and dimensions that edge computing will 
influence.

This book will focus on the accepted definition from the Open Glossary of Edge 
Computing which uses the physical and role‐based separation provided by using 
the last mile network as a line of demarcation between the infrastructure edge and 
device edge to provide separation and clarity.
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2.3.1  A Tale of Many Edges

Although there are many potential edges, for the purposes of this book and to the 
most general definition of edge computing, the edge that is of the greatest impor-
tance is the last mile network.

The last mile network is the clearest point of physical separation between end 
user devices and the data centre infrastructure which supports them. In this con-
text, the last mile network refers to the transmission medium and communications 
equipment which connects a user device to the network of a network operator who 
is providing wide area network (WAN) or metropolitan area network (MAN) ser-
vice to one or more user devices, whether large or small, fixed position or mobile.

Examples of last mile networks include cellular networks, where the transmis-
sion medium is radio spectrum and the communications equipment used 
includes radio transceiver equipment, towers, and antennas. Wired networks 
such as those using cable, fibre, or digital subscriber line (DSL) are also examples 
of last mile networks which use a copper or fibre‐based transmission medium. 
The specific type of last mile network used is irrelevant here for the terminology 
of edge computing.

This definition cannot capture all of the potential nuance which may exist; for 
example, in the case of an on‐premises data centre which is physically located on 
the device side of the last mile network, the owner of that data centre may regard it 
as infrastructure rather than as a device itself. However, a different definition and 
accompanying set of terminology offering equal clarity without introducing unnec-
essary dimensions into the equation has not been established within the industry, 
and so this book will continue to use the infrastructure edge and device edge, sepa-
rated by a last mile network.

Fundamentally, if everything can be recast as an example of edge computing, 
then nothing is truly an example of edge computing. It is similar to referring to a 
horse and cart as a car because both of them consist of a place to sit, four wheels, 
and an entity that pulls the cart forward. This is important to note with both the 
infrastructure edge and the device edge. In the case of the former, an existing data 
centre which exists a significant distance away from its end users should not be 
referred to as an example of edge computing. If, however, that same data centre is 
located within an acceptable distance from its end users and it satisfies their needs, 
an argument can be made for it to be so.

Similarly, if a device edge entity, such as a smartphone which already had signifi-
cant local compute capabilities is now referred to as an edge computing device yet 
does not participate in any device‐to‐device ad hoc resource allocation and utilisa-
tion, this is a somewhat disingenuous application of the term edge computing. 
However, where there was once a dumb device or no device at all which is now 
being augmented or replaced with some local compute, storage, and network 
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resources, this can be reasonably argued to be an example of device edge comput-
ing, even if limited in capability.

Although “edge washing” of this type is not unique to edge computing as similar 
processes occur for most technological changes for a period of time, due to the 
 difficulties previously mentioned in the industry arriving at a single set of terminol-
ogy around edge computing, this can be challenging to identify. This identification 
challenge can be addressed by using the framework described in the next section.

2.3.2  Infrastructure Edge

The infrastructure edge refers to the collection of edge data centre infrastructure 
which is located on the infrastructure side of the last mile network. These facilities 
typically take the form of micro‐modular data centres (MMDCs) which are deployed 
as close as possible to the last mile network and, therefore, as close as possible to the 
users of that network who are located on the device edge. Throughout this book, 
these MMDCs will typically be referred to as infrastructure edge data centres 
(IEDCs), whereas their larger cousins will be referred to as regional or national data 
centres (RNDCs).

The primary aim of edge computing is to extend compute resources to locations 
where they are as close as possible to their end users in order to provide enhanced 
performance and improvements in economics related to large‐scale data transport. 
The success of cloud computing in reshaping how compute resources are  organised, 
allocated, and consumed over the past decade has driven the use of infrastructure 
edge computing as the primary method to achieve this goal; the infrastructure edge 
is where data centre facilities are located which support this usage model, unlike at 
the device edge.

Although it is typically deployed in a small number of large data centres today, 
the cloud itself is not a physical place. It is a logical entity which is able to utilise 
compute, storage, and network resources that are distributed across a variety of 
locations as long as those locations are capable of supporting the type of elastic 
resource allocation as their hyperscale data centre counterparts. The limited scale 
of an MMDC compared to a traditional hyperscale facility, where the MMDC repre-
sents only a small fraction of the total capacity of that larger facility, can be offset by 
the deployment of several MMDC facilities across an area with the allocation of 
only a physically local subset of users to each facility (see Figure 2.1).

2.3.3  Device Edge

The device edge refers to the collection of devices which are located on the device 
side of the last mile network. Common examples of these entities include smart-
phones, tablets, home computers, and game consoles; it also includes autonomous 
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vehicles, industrial robotics systems, and devices that function as smart locks, water 
sensors, or connected thermostats or that can provide many other internet of things 
(IoT) functionalities. Whether or not a device is part of the device edge is not driven 
by the size, cost, or computational capabilities of that device but on which side of 
the last mile network that it operates. This functional division clarifies the basic 
architecture of an edge computing system and allows several more dimensions 
such as ownership, device capability, or other factors to be built on top.

These devices may communicate directly with the infrastructure edge using the 
last mile network or may use an intermediary device on the device edge such as a 
gateway to do so. An example of each type of device is a smartphone that has an 
integrated Long‐Term Evolution (LTE) modem and so is able to communicate 
directly with the LTE last mile network itself, and a device which instead has only 
local range Wi‐Fi network connectivity that is used to connect to a gateway which 
itself has last mile network access.

In comparison to infrastructure edge computing, many devices on the device 
edge are powered by batteries and subject to other power constraints due to their 
limited size or mobile nature. It would be possible to design cooperative processing 
scenarios using only device edge resources in which a device can utilise compute, 
storage, or network resources from neighbouring devices in an ad hoc fashion; how-
ever, for the vast majority of use cases and users, these approaches have proven to 
be unpopular at best with users not wishing to sacrifice their own limited battery 
power and processing resources to participate in such a scheme at a large scale out-
side of outliers such as Folding@home, a distributed computing project that is 
focused on using a network of mains powered computers, not mobile devices. 
Bearing this in mind, the need for access to dense compute resources in locations as 
close as possible to their users is provided to users at the device edge by the infra-
structure edge (see Figure 2.2).

Although this book is primarily focused on infrastructure edge computing, topics 
related to device edge computing will be discussed as appropriate, especially as they 
relate to the interaction that exists between these two key halves of the edge com-
puting ecosystem and their interoperation.
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Figure 2.1  Infrastructure edge computing in context.
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2.4  A Brief History

As with many technologies, upon close inspection, infrastructure edge computing 
represents an evolution more than the radical revolution that it may initially appear 
to be. This does not make it any less significant or impactful; it merely allows us to 
contextualise infrastructure edge computing within the broader trends which over 
time have driven much of the development of internet and data centre infrastruc-
ture since their inception. This progression lets us understand infrastructure edge 
computing not as the wild anomaly which it has been portrayed as in the past but 
as the clear progression of an ongoing theme in network design which has been 
present for decades and driven by the need to solve both key technical and business 
challenges using simple and proven principles.

2.4.1  Third Act of the Internet

One framework for understanding the technological progression which has brought 
us to the point of infrastructure edge computing is the three acts of the internet. 
This structure distils the evolution of the internet since its inception into three dis-
tinct phases, which culminate in the third act of the internet, a state which is driven 
by new use cases and enabled by infrastructure edge computing.

2.4.1.1  The First Act of the Internet
During the 1970s and 1980s, as the internet began to be available for academic and 
public use, the types of services it was able to support were basic compared to those 
which would emerge in the 1990s. Text‐based applications such as bulletin board 
systems (BBS) and early examples of email represented some of the most complex 
use cases of the system. With no real‐time element and a simple range of content, 
the level of centralisation was sufficient to support the small userbase.

It may seem obvious to us in hindsight that the internet would achieve the explo-
sive growth that it has over its lifetime in terms of every possible characteristic from 
number of users to the volume of data that each individual user would transmit on 
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Figure 2.2  Device edge computing in context.


