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Preface

This book introduces some representative trackers through practical algorithm
analysis and experimental evaluations. This book is intended for professionals and
researchers interested in visual object tracking, and also can be used as a reference
book by students. Readers will get comprehensive knowledge of tracking and can
learn state-of-the-art methods through this content. In general, this book is organized
as follows:

Chapter 1 introduces the wide application, existing challenges, and basic con-
cepts in visual object tracking. Chapter 2 introduces some algorithm foundations
from correlation filter basics, typical deep learning model, and performance evalua-
tion. Chapter 3 presents the correlation filter-based visual object tracking. Chapter 4
mainly introduces correlation filter with deep feature for visual object tracking.
Chapter 5 introduces deep learning-based visual object tracking. Finally, Chap. 6
summarizes our work and points out the potential future research directions for
visual object tracking in appearance model construction and update.

Beijing, China Weiwei Xing
June 2021
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Chapter 1
Introduction

Visual tracking is a rapidly evolving field of computer vision that has been attracting
increasing attention in the vision community. One reason is that visual tracking
offers many challenges as a scientific problem. Moreover, it is a part of many high-
level problems of computer vision, such as motion analysis, event detection, and
activity understanding. In this chapter, we give a detailed introduction to visual
tracking which includes basic components of tracking algorithms, difficulties in
tracking, datasets used to evaluate trackers, and evaluation metrics.

1.1 Motivation and Challenge

How to make computers have vision and analyze the information in videos has
always been a desire of human. In recent years, Artificial Intelligence (AI) gradually
applied in various industries, along with the continuous improvement of machine
learning and deep learning research [1], such as automatic driving [2], speech
recognition [3], face recognition [4], VR games [5], etc. Visual object tracking,
which provides the trajectory characteristics for behavior analysis by predicting the
state of the object in the video, is one of the important components in Computer
Vision (CV). It has been widely applied in intelligent monitoring [6], human-
computer interaction [7], automatic driving [8, 9], virtual reality [10, 11], crime
projections [12], surgical navigation [13], aerospace [14, 15] and so on.

Figure 1.1 shows some common application scenarios for visual object tracking.
In smart traffic, visual object tracking can judge whether there is a violation by
monitoring the tracking the vehicles, such as illegal U-turn, speeding, etc. In
human-computer interaction, computers can determine the instructions of the person
and make corresponding actions without pressing the buttons, by tracking and
calculating the states of human body parts, such as hands, legs, head, eyes, etc.
In automatic driving, visual object tracking can perceive the change and motion of

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
W. Xing et al., Visual Object Tracking from Correlation Filter to Deep Learning,
https://doi.org/10.1007/978-981-16-6242-3_1
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2 1 Introduction

Fig. 1.1 Some applications of visual object tracking

the objects around the vehicle to provide a certain reference for vehicle computer. In
virtual reality, visual object tracking combined with object segmentation algorithm
can calculate the location and shape of the objects. For example, in the application of
virtual changing, the shape of cloth can be automatically adjusted to make it more
suitable for the outline of the human body. In crime prediction, monitoring and
tracking the sudden aggregation and dispersion of people or other objects in video
could predict the abnormal and possible emergencies and help the police find out
illegal crimes and improve the social environment. In surgery navigation, the success
rate of surgery can be improved by tracking the position and posture of the scalpel
and probe. Visual object tracking also has important applications in military fields.
In missile navigation and military reconnaissance, the objects are often moving and
the cameras on the missiles are also jittering, visual object tracking can be used to
determine the position of the object and adjust the attitude of the missile to improve
the guidance accuracy.

Several countries and institutions have established major projects around visual
object tracking. In the early 1997s of American, Project Video Surveillance And
Monitoring (VSAM) was co-founded by Carnegie Mellon University and the David
Sarno Research Center, with the funding from the Defense Advanced Research
Projects Agency (DARPA) [16]. This project aims to track people and cars in
complex environments continuously with multiply video sensors, and develops
visual surveillance systems. DARPA then funded project Human Identification at
a Distance (HID) in 2000, which is led by University of Maryland [17]. The
Framework 5 on EU information technologies also created Annotated Digital Video
for Surveillance and Optimized Retrieval (ADVISOR) project in 1999 which used
to manage the urban traffic systems and analyse pedestrian behaviour. At the same
time, Hiroshima University in Japan hosted the Cooperative Distributed Vision
Project (CDVP) project of intelligent monitoring from 1996 to 1999, in order
to build community-oriented monitoring systems. The Institute of Automation,
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the Chinese Academy of Science and Technology also presided over the Visual
Surveillance Star (VStar) project for urban traffic monitoring and management.

In addition to the visual object tracking based projects, many top publications and
conferences in the world also continue to promote the progress and innovation of
visual object tracking algorithms. Visual object tracking, which is the basic research
direction of video processing, occupies a certain proportion in the top journals and
conferences in Computer Vision (CV) every year. The top conferences of visual
object tracking direction are mainly IEEE International Conference on Computer
Vision (ICCV), IEEE Conference on Computer Vision and Pattern Recognition
(CVPR), European Conference on Computer Vision (ECCV) and International Joint
Conference on Artificial Intelligence (IJCAI), etc. While, the top journals are mainly
IEEE Transactions on Pattern Analysis and Machine Intelligence (TPAMI), IEEE
Transactions on Signal Processing (TSP), IEEE Transactions on Image Processing
(TIP) and IEEE Transactions on Multimedia (TMM), etc. It can be seen that
the research of visual object tracking is of great theoretical value and extensive
application background.

With the continuous progress of science and technology, the demand of people
for visual object tracking is also increasing. The objects to be tracked changes
from rigid objects to non-grid objects. The background of video is from simple
to complex, such as occlusion, motion blur and some other complex situations.
Besides, the demand for tracking time also grows. The essence of visual object
tracking is an online learning problem with the small size of non-annotated samples:
How to construct a robust representation model, fast motion model and effective
update model is the mainly challenge in visual object tracking. In addition, tracking
tasks are more and more close to the real life. There are multiple tracking challenges
in one sequence. Thus, how to design a universal tracing algorithm which could
deal with the multiple challenges in one sequence is one of the key problems in
the research of visual object tracking. Wu et al. [18] divided the challenges existing
in visual object tracking into 11 categories. The details of the 11 challenges are as
follows:

Illumination Variation, IV IV refers to the situation in which the illumination
of the object region changes significantly as the video plays, as shown in Fig. 1.2.
This situation could lead to a sharp change in color and gray based features of the
object. Thus, the color or gray feature based appearance model could not represent
the object well and lead to the tracking failure.

Scale Variation, SV SV refers to the situation in which the ratio of the bounding
box in the initial frame to the bounding box in current frame exceeds a specific

Fig. 1.2 Example of illumination variation
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Fig. 1.3 Example of scale variation

Fig. 1.4 Example of occlusion

Fig. 1.5 Example of deformation

Fig. 1.6 Example of motion blur

threshold ts > 1, usually, ts is set to be 2, as shown in Fig. 1.3. The scale change of
the object will lead to the change of the number of pixels, which is a great challenge
to construct the appearance model. Some tracking methods could find the center of
the object, but fail to estimate the size. These methods may show a high accuracy
score but a low success rate.

Occlusion, OCC OCC refers to the situation in which the object is partially
or completely occluded as the video plays, as shown in Fig. 1.4. The occlusion
challenge will change the statistical and structural features of the object, which
brings challenges to the tracking methods. Thus, how to re-detect and continue to
track the object when occlusion occurs is one of the main problems that the tracking
methods should be solved.

Deformation, DEF DEF refers to the situation in which the shape of the object
change significantly compared to the initial frame. This challenge is primarily aimed
at non-rigid objects, as shown in Fig. 1.5. Although deformation challenge does not
change the statistical features of the object, such as gray histograms, it changes the
target structural characteristics. This makes it difficult to determine the boundary of
the objects, and the bounding box may not cover the object properly.

Motion Blur, MB MB refers to the situation that the object image is blurred due
to the movement of the object or the shake of camera, as shown in Fig. 1.6. The
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Fig. 1.7 Example of fast motion

Fig. 1.8 Example of in-plane rotation

Fig. 1.9 Example of out-of-plane rotation

blurring of the object image not only loses the detail information of the object, but
also changes the structure information of the object and makes the boundary of
the object become blurred. These makes boundary information changes. Thus, MB
makes the trackers difficult to locate the boundary of the object and determine the
object size accurately.

FastMotion, FM FM refers to the situation that the distance of the objects between
two adjacent frames is over a certain threshold tm. Generally, tm is set to be 20,
tm = 20, as shown in Fig. 1.7. Although FM does not change the appearance of the
object itself, it requires a higher search ability of the motion model. Usually, trackers
assume that the motion of the object is smooth, which means the change of the object
state follows the Gaussian distribution. Gaussian distribution based motion model
could reduce the number of candidate samples and speed up the running time, but
limits the search ability of the trackers. These make the trackers lose the objects,
and result in tracking failure.

In-Plane Rotation, IPR TPR refers to the rotation of the object in image plane
when the video plays, as shown in Fig. 1.8. IPR can be regarded as a rotation
movement of the whole pixels of the object centered at a certain position. It does
not introduce new information and new pixels of the objects, but requires higher
rotation invariance of appearance model.

Out-of-Plane Rotation, OPR OPR refers to the rotation of the object out of the
image plane when the video plays, as shown in Fig. 1.9. OPR brings the change of
the object appearance and puts forward higher requirements for the update ability
of tracking methods and adaptability of appearance model.
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Fig. 1.10 Example of out-of-view

Fig. 1.11 Example of background clutters

Fig. 1.12 Example of low resolution

Out-of-View, OV OV refers to the situation that the object appears at the boundary
of the frame and some parts of the object jump out of this frame, as shown in
Fig. 1.10. Similar to occlusion, some information of the object is lost under OV
challenge. Since the object is located at the boundary of the frame, when the object
moves out of frame, some background information is also lost, which increases the
difficulty of some context based trackers. This challenge also affects the estimation
of the size and center of the object, as well as the extraction of context information
around the object.

Background Clutters, BC BC refers to the situation that there are some similar
objects around the object to be tracked. These objects and objects to be tracked are
similar in color and shape, which may mislead the tracking algorithm, as shown in
Fig. 1.11. BC challenges the discrimination ability of the appearance model. Some
trackers with a weak discriminative appearance model may tend to track the wrong
object and ignore the real object to be tracked, especially when the objects are close
to each other or even overlaps.

Low Resolution, LR LR refers to the case that the number of the pixels in object
bounding box does not exceed a certain threshold tr . Usually, tr is set to be 400
pixels, as shown in Fig. 1.12. The lack of pixels of the object makes the construction
of the appearance model difficult, and the loss of detail information limits the
discriminant ability of the appearance model.

It is worth noting that the 11 challenges described above do not appear alone.
Usually, there exist multiple tracking challenges at the same time in one video
sequence. The videos which are obtained from real life and contain multiple
challenges in the complex scenes in visual object tracking. Thus, how to design
a tracking algorithm with good tracking effect for every challenge is still a problem
to be solved in visual object tracking.
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1.2 Basic Concepts and Features

Visual object tracking is a classic research direction in the field of computer
vision. In 1982, Man et al. [19] constructed the framework of computer vision
and demonstrated that the Fourier transform of spatial frequency sensitive data
can derive the retinal receptive field geometry. That is, we can detect edges and
contours by Laplace or the second derivative method to find zero intersection
in image intensity gradient. The excitatory and inhibitory receptive fields can be
constructed by Difference Of two Gaussians (DOG) function. Visual systems can
use two-dimensional convolutions and Gaussian filters as operators to optimize the
bandwidth of the optical distribution. It provides the theoretical basis for computer
vision and visual object tracking. In 2014, Arnold W. M. Smeulders et al. [20] gave
a specific definition of visual object tracking in TPAMI, one of the top journals in
computer vision fields. That is “tracking is the analysis of video sequences for the
purpose of establishing the location of the target over a sequence of frames (time),
starting from the bounding box given in the first frame.”

Arnold W. M. Smeulders et al. [20] not only gave the definition of the visual
object tracking, but also summarized the principle and process of some existing
visual object tracking algorithms. The visual object tracking is divided into five
parts: object area, appearance model, motion model, tracking algorithm and update
model. General video object tracking ideas and processes are shown in Fig. 1.13.
At the beginning of tracking, the object region that needs to be tracked should be
selected. Then, the appearance model is constructed based on the object image, and
the motion model is constructed according to the relationship of the object states
between two adjacent frames. Tracking algorithms, which are based on different
principles, such as similarity matching and optimization, calculate the state of
the object in current frame through appearance model and motion model. Update
model is used to update the appearance model and motion model of the object,
in order to make the appearance and motion model adapt to the change of shape
and appearance change of the object, caused by deformation and occlusion of the
object. The position and state of the object in each frame could be predicted through
iteration. In the five parts in Fig. 1.13, the object area refers to the image of the object
that needs to be tracked. Normally, the object area is constructed by a bounding
box. Such as NCC tracker [21]. Some object areas are constructed in an elliptical

Fig. 1.13 Basic ideas of visual object tracking
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way, such as MST tracker [22]. The appearance model mainly extracts the feature
representation of the object image. According to the features extracted from objects,
the appearance model can be divided into two dimension image array [21, 23], one
dimension histogram [24–26], and the feature vector [27–29]. The motion model
is to model the motion pattern of the object. Usually, it is assumed that the motion
of the object in the video is smooth. That is the center of the object in the next
frame is around the center of the object in current frame. Therefore, the motion
model is mainly based on the Gaussian distribution [30, 31]. In some trackers,
the detection methods and the tracking algorithms are combined to construct the
motion model of the object, such as TLD tracker[32]. Tracking algorithms apply
the appearance model and motion model to predict the position and state of the
object. Tracking algorithms are divided into two kinds: matching based [33] and
classification based methods [34] which are also known as generative tracking
algorithms and discriminative tracking algorithms. Along with the heating up of
deep learning and artificial intelligence, deep learning based tracking algorithms
also got a rapid development [35, 36]. There are two ways to update the appearance
model. One way is to use the object template calculated in the current frame to
partially update the whole object appearance model [37, 38], such as the weighted
sum. The other way is to reconstruct the appearance model entirely based on the
object template computed in the current frame [39].

1.3 Evolution of Visual Object Tracking Technology

The development of the visual object tracking algorithm shows a trend from tradi-
tional tracking methods [40–42] to deep learning based tracking methods [43–45],
and from generative methods [30, 46–48] to discriminative methods [23, 34, 49].
The evolution of visual object tracking technology can be simply summarized by
Fig. 1.14.

Fig. 1.14 The evolution of visual object tracking
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From 2005 to 2010, visual object tracking methods are mainly based on
the Bayesian framework, Particle filter, and Kalman filter, which are generative
methods. During this period, visual object tracking is mainly considered as a
template matching problem. Some manual designed features are used to construct
the appearance model for comparison. Gaussian distribution is applied as a motion
model to provide candidate objects and the final state of the object can be calculated
by finding the candidate with the maximum similarity. Abdel-Hadi et al. [46]
and Han et al. [47] proposed visual object trackers based on the Kalman filter
and particle filter respectively. Yang et al. [48] extracted the superpixel feature to
construct the appearance model for comparison.

From 2010 to 2014, the correlation filtering based trackers with kernel methods
which belongs to the discriminative methods are widely studied by researchers[50–
54]. The purpose of correlation filtering based trackers is to train a correlation filter
which could make the object center locate at the peak value in the response map after
the correlation filtering operation. Bolme et al. [50] applied the correlation filter to
determine the location of eye and proposed the ASEF filter. Then, Bolme et al. [51]
further improved the ASEF filter and applied the correlation filter to visual object
tracking, and proposed the MOSSE tracker which is also the first correlation filter
based tracker. Henriques et al. [52] proposed the CSK tracker which tries to solve
the correlation filter with a linear classifier. In 2014, Henriques et al. [53] viewed
tracking as a ridge regression problem and applies a circulant matrix to collect the
positive and negative samples around the object for training the correlation filter.
Aiming at the problems of scale variation in the KCF tracker, Danelljan et al. [54]
applied two correlation filters: translation filter and scale filter. Translation filter is
used to detect the center location of the object and the scale filter is used to estimate
the scale change of the object.

Because of the powerful representation ability of deep feature, deep feature is
merged into the correlation filtering based trackers during 2015 and 2017 [55–57].
Well pre-trained networks are used as feature extractors. Ma et al. [55] applied a
pretrained deep network to extract the deep feature of the object and combined
multi-features from feature maps of different layers in deep network to construct
the proposed HCF tracker. In addition, the characteristics of the feature map from
different layers in the deep network are also discussed in [55]. Hong et al. [56]
proposed a learnable saliency map based on CNN, and combined the saliency
map with SVM based classifier to construct the appearance model. Danelljan et al.
[57] proposed the continuous convolution operators to integrate multiple resolution
feature maps and achieve accurate sub-pixel location.

From 2018 to 2020, along with the development of deep network, deep learning
based tracking methods also get rapid developments, especially the Siamese
network which obtained a remarkable performance in visual object tracking [36,
58, 59]. Bertinetto et al. [58] combined the Siamese network and correlation filter
to propose the SiameseFC tracker. Li et al. [36] introduced the region proposal
network into the Siamese network to provide candidates of the object. The region
proposal network in [36] can be viewed as a motion model in visual object tracking.
Wang et al. [59] combined visual object tracking with instance segmentation


