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Günter Spanner

Dr. Günter Spanner ist seit 
über 20 Jahren im Bereich der 
Elektronikentwicklung und der 
Physikalischen Technologie für 
verschiedene Großkonzerne 
tätig. Neben seiner Tätigkeit als 
Dozent hat er sehr erfolgreich 
Fachartikel und Bücher zum Thema 
Elektronik, Halbleitertechnik und 
Mikrocontroller verö� entlicht sowie 
Kurse und Lernpakete zu diesen 
Themen erstellt.

Nahezu alle Menschen werden zunehmend mit den Anwendungen 
der „Künstlichen Intelligenz“ (KI oder AI für engl. Artificial Intelligence) 
konfrontiert. Musik- oder Videoempfehlungen, Navigationssysteme, 
Einkaufsvorschläge etc. basieren auf Verfahren, die diesem Bereich 
zugeordnet werden können. 

Der Begri�  „Künstliche Intelligenz“ wurde 1956 auf einer internationalen 
Konferenz, dem Dartmouth Summer Research Project geprägt. Eine 
grundlegende Idee war dabei, die Funktionsweise des menschlichen 
Gehirns zu modellieren und darauf basierend fortschrittliche 
Computersysteme zu konstruieren. Bald sollte klar sein, wie der 
menschliche Verstand funktioniert. Die Übertragung auf eine Maschine 
wurde nur noch als ein kleiner Schritt  angesehen. Diese Vorstellung 
erwies sich als etwas zu optimistisch. Dennoch sind die Fortschritte 
der modernen KI, beziehungsweise ihrem Teilgebiet dem sogenannten 
„Machine Learning“, nicht mehr zu übersehen.

Um die Methoden des Machine Learnings näher kennenzulernen, sollen 
in diesem Buch mehrere verschiedene Systeme zum Einsatz kommen. 
Neben dem PC werden sowohl der Raspberry Pi als auch der „Maixduino“ 
in den einzelnen Projekten ihre Fähigkeiten beweisen. Zusätzlich zu 
Anwendungen wie Objekt- und Gesichtserkennung entstehen dabei 
auch praktisch einsetzbare Systeme wie etwa Flaschendetektoren, 
Personenzähler oder ein „Sprechendes Auge“.

Letzteres ist in der Lage, automatisch erkannte Objekte oder Gesichter 
akustisch zu beschreiben. Befindet sich beispielsweise ein Fahrzeug im 
Sichtfeld der angeschlossenen Kamera, so wird die Information „I see a 
car!“ über elektronisch erzeugte Sprache ausgegeben. Derartige Geräte 
sind hochinteressante Beispiele dafür, wie etwa auch blinde oder stark 
sehbehinderte Menschen von KI-Systemen profitieren können.

Elektor Verlag GmbH
www.elektor.de

Raspberry Pi
Maixduino

Günter Spanner

Dr. Günter Spanner has been 
working in the field of electronics 
development and physics 
technology for various large 
corporations for more than 20 
years. In addition to his work 
as a lecturer, he has published 
successful technical articles and 
books on electronics, semiconductor 
technology and microcontrollers, 
and has created courses and 
learning packages on these topics.

Most people are increasingly confronted with the applications of Artificial 
Intelligence (AI). Music or video ratings, navigation systems, shopping 
advice, etc. are based on methods that can be attributed to this field.

The term Artificial Intelligence was coined in 1956 at an international 
conference known as the Dartmouth Summer Research Project. One 
basic approach was to model the functioning of the human brain and 
to construct advanced computer systems based on this. Soon it should 
be clear how the human mind works. Transferring it to a machine was 
considered only a small step. This notion proved to be a bit too optimistic. 
Nevertheless, the progress of modern AI, or rather its subspecialty called 
Machine Learning (ML), can no longer be denied.

In this book, several di� erent systems will be used to get to know the 
methods of machine learning in more detail. In addition to the PC, both 
the Raspberry Pi and the Maixduino will demonstrate their capabilities 
in the individual projects. In addition to applications such as object and 
facial recognition, practical systems such as bottle detectors, person 
counters, or a “talking eye” will also be created.

The latter is capable of acoustically describing objects or faces that are 
detected automatically. For example, if a vehicle is in the field of view 
of the connected camera, the information "I see a car!" is output via 
electronically generated speech. Such devices are highly interesting 
examples of how, for example, blind or severely visually impaired people 
can also benefit from AI systems.

Elektor International Media. b.v.
www.elektor.com
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Cautionary Notices

1. The circuits and boards (Raspberry Pi, MaixDuino) in this book may only be operated 
with approved, double-insulated AC power supplies. Insulation faults in a simple power 
supply unit can result in life-threatening voltages on non-insulated components.

2. Powerful LEDs can cause eye damage. Never look directly into an LED!

3. Neither the Author nor the Publisher assume any liability for any damage, loss, or 
injury caused by, or as a result of, setting up the projects described.

4. Electronic circuits can emit electromagnetic interference. Neither the Publisher nor the 
Author have any control over the technical implementations of the user. Consequently, 
the user is responsible for compliance with the relevant emission limit values.
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Cautionary Notices

1. The circuits and boards (Raspberry Pi, MaixDuino) in this book may only be operated 
with approved, double-insulated AC power supplies. Insulation faults in a simple power 
supply unit can result in life-threatening voltages on non-insulated components.

2. Powerful LEDs can cause eye damage. Never look directly into an LED!

3. Neither the Author nor the Publisher assume any liability for any damage, loss, or 
injury caused by, or as a result of, setting up the projects described.

4. Electronic circuits can emit electromagnetic interference. Neither the Publisher nor the 
Author have any control over the technical implementations of the user. Consequently, 
the user is responsible for compliance with the relevant emission limit values.

Program Downloads

The programs discussed in this book can be downloaded free of charge from the Elektor 
Store website:

 www.elektor.com

Once at the Elektor Store, enter the book title in the Search box. Once at the book resourc-
es and info page, click on the Downloads tab. Download the .zip archive file, save it locally 
on your computer, then extract it.

If a program is not identical to the one described in the book, the version from the down-
load package should be used, as this is the most current one.
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Chapter 1 • Introduction

We are increasingly confronted with the applications of "Artificial Intelligence" (AI): recom-
mendations for music or video, navigation systems, shopping suggestions and so on are 
based on procedures that can be more or less assigned to this area. However, there is often 
a lack of clarity regarding the terms

• Artificial Intelligence (AI)
• Machine Learning (ML)
• Deep Learning (DL)
• Neural Networks (NN)

One of the most frequent queries to popular search engines is therefore:

 "What is the actual difference between AI and Machine Learning?"

Although the terms are closely related, they are by no means synonymous:

Artificial Intelligence is, in principle, the general knowledge base. It forms the founda-
tion, just as mathematics is the basis for physics or electrical engineering. AI tries to solve 
problems without rigid algorithms using highly developed machines.

Machine Learning is a branch of artificial intelligence. The focus is on automatic learning 
from experience, i.e., without a special program being created for it. There are various 
methods for this, for example neural networks or general statistical methods.

Deep Learning or Deep Neural Learning is again a subset of machine learning. Here, 
with the help of neural networks, methods and systems get developed that are modeled 
on biological brains.

The term Artificial Intelligence was coined in 1956 at an international conference called The 
Dartmouth Summer Research Project. A fundamental idea was to model the human brain 
and to construct more advanced computer systems based on this knowledge. It was be-
lieved that it would soon transpire how the human mind works. The transfer to a machine 
should then only be a small step.
This turned out to be slightly overoptimistic. Nevertheless, some important findings have 
been gathered at the conference. It was stated, for example, that the key factors for an 
intelligent machine should be

• independent learning;
• natural language processing;
• creativity.

Wisdom, creativity and social skills are terms that hardly apply to machines up to now. 
Rather, the tasks that AI scientists are currently concentrating on are:
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• speech recognition and machine language translation;
• medical diagnosis such as evaluation of x-rays or computer tomography scans;
• Internet search engines;
• optimization of sales strategies;
• scientific and technical applications, in astronomy and geophysics etc.;
• forecast of stock prices and foreign exchange rates;
• handwriting recognition;
• personal identification using face and fingerprint recognition.

All of these applications require a certain number of skills originally reserved to humans. 
But whether this is already "intelligence" is often questioned. It therefore makes sense to 
take a look at what the term intelligence should actually include.

1.1 "Super Intelligence" in three steps?
First of all, artificial intelligence can be divided into two areas: weak and strong AI. The 
"strong" or general AI is essentially the attempt to create artificial human beings. The goal 
would be machines or robots that have all the mental powers of humans, including a con-
sciousness [12].

A "weak" AI, on the other hand, can perform only certain tasks very well, but does not even 
come close to human capabilities in other areas. Examples of weak AI include computers 
that can beat people at chess — not only average players but also world chess champions. 
Weak artificial intelligence is nowadays widespread in science, business, and healthcare. 
For example, AI enterprise systems contain powerful analytical tools and can provide rec-
ommendations and insights for business development. They are used for risk management 
and planning.

Strong AI begins as soon as machines become "human", make their own decisions, or learn 
new skills without human help. These systems are not only able to solve classical math-
ematical or logical problems, but also have certain emotional abilities. It is quite easy to 
program machines to perform some "emotional" or "verbal" actions in response to certain 
stimuli. ChatBots and virtual assistants are for example already quite good at having a 
conversation. Some experiments in which robots learn to read human emotions have also 
been carried out successfully. However, these efforts were more concerned with producing 
emotional responses than real mental competences.

The next step would be a so-called "super intelligence". This is a name given to systems or 
machines that are superior to humans in many or even all areas of intelligence. It includes 
all, or at least many, areas of the intellect, in particular, creative and problem-solving 
skills or emotional and social skills. Self-confidence or a comprehensive memory are also 
frequently considered prerequisites for real super intelligence. It does not matter whether 
these functions are based on biological or technical principles.

However, considerations about a Super Intelligence quickly led to dystopian scenarios. 
Once an artificial intelligence has been created that can continue to learn completely in-
dependently, the step to a superhuman level of intelligence is ultimately only a matter of 
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time. The controllability of such an AI could ultimately become an existential question for 
all of humanity.

Scientists who work in this area and make a good living from it, are downplaying this 
danger. This is certainly all too human. It is therefore important that as many people as 
possible deal with these topics. Only in this way, a realistic assessment of the potentials and 
risks will be possible in the end.

1.2 How machines can learn
Machine learning is part of the broad field of artificial intelligence that focuses on how to 
teach systems to learn without being programmed to perform specific tasks. The key idea 
behind ML is that it is possible to develop machines that independently learn from data, 
generate knowledge and make useful predictions. To get closer to this goal, three require-
ments must be met:

1. Availability of extensive data sets
These can consist of numbers, images, text, audio samples or other information. 
Creating the data sets is often the most extensive part of creating an AI system.

2. Formulation of a learning objective
In so-called supervised learning, the training data contains "correct" and "incor-
rect" solutions. These are marked accordingly. During the learning process, the 
system learns how to make correct assessments.
In the case of unsupervised learning, on the other hand, the system must decide 
by itself in which categories a data record can be divided. A typical example is 
a data set with pictures of people. Various systems have already succeeded in 
independently recognizing that they can be divided into men and women.

3. An adaptive system
In order to achieve the best performance, different procedures are often com-
bined. At the beginning of the learning phase, the ML system only contains a 
large number of default parameters. With an appropriate algorithm, the param-
eters are varied until the system delivers results that are as correct as possible. 
Although neural networks are a widespread variant here, they are not the only 
possibility for the development of adaptive systems.

Deep learning is a machine-learning method that was inspired by the structure of a human 
brain. With deep learning algorithms, complex, multilayered neural networks can be trained 
efficiently. In particular, the "back propagation" algorithm is considered to be one of the 
most promising approaches.

In neural networks, information is transmitted via virtual connection channels. During a 
learning or "training" session the connection strengths of these channels are optimized. Us-
ing a huge amount of data, a large number of parameters are determined, which ultimately 
form a ready-to-use system.
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Not only numerical or visual data can be processed. Speech recognition systems can also 
be implemented in this way. The soundwaves can be displayed as spectrograms to which a 
neural network can assign certain words.

However, there is currently no perfect, universal algorithm that works equally well for all 
tasks. There are actually four main groups of ML algorithms. In addition to monitored and 
unsupervised learning, a distinction is made between semi-monitored and "reinforcement 
learning". Each variant has its own strengths and weaknesses.

Supervised learning is commonly used for classification and regressions. Application ex-
amples are spam filtering, speech recognition, computer vision, image recognition and 
classification.

In the case of unsupervised learning, initially the program is not given any pre-classifi-
cation. The system automatically divides the samples into groups. Unsupervised learning 
is often used to break down data based on certain similarities. The method is therefore 
well suited for complex data analysis. This enables machines to find patterns that humans 
cannot recognize due to their inability to process huge amounts of data. This variant is 
suitable, among other things, for discovering fraudulent financial transactions, forecasting 
sales or analyzing customer preferences. The classic applications are data segmentation, 
detection of anomalies, customer recommendation systems, risk management and the 
detection of fake data or images.

In semi-supervised learning, there is a mixture of labeled and unlabeled data. In principle, 
certain prediction results are known, but the model can and may also find its own patterns 
in order to find a certain date structure and optimize predictions.

Reinforcement learning comes closest to its human counterpart. People don't need constant 
supervision to learn effectively. Rather, new insights are drawn from positive or negative 
experiences. Touching a hot saucepan or riding a bicycle over a pin or nail led to a cor-
responding learning success. Training with ready-made data sets is no longer necessary. 
Instead, the system can learn in dynamic, real-world environments.

In a first step, simulated worlds are often used in intensified learning research. These offer 
ideal, data-rich environments. The achievable scores in video games are ideally suited to 
train reward-motivated behaviors. The main applications are autopilot systems, self-driving 
cars and trains or autonomous robots [12].

In some areas these methods have already been used to develop systems that are superior 
to humans. For example, when diagnosing X-ray images, certain types of cancer are already 
better recognized by ML systems than by trained X-ray specialists. In addition, unlike the 
doctors, these machines can carry out routine evaluations 24 hours a day, 7 days a week.

Machine Learning with Python 220224 UK.indd   15Machine Learning with Python 220224 UK.indd   15 23/03/2022   11:5223/03/2022   11:52



Machine Learning with Python

● 16

Chapter 2 • A Brief History of ML and AI

Although the term artificial intelligence first appeared at Dartmouth, the question of wheth-
er machines can really think is much older. In a famous paper entitled As We May Think, a 
system was proposed as early as 1945 that would model knowledge processing on human 
ways of thinking. A little later, Alan Turing published a technical article about how machines 
could take on tasks that require a high degree of "intelligence". In this context, chess was 
also explicitly mentioned.

Nowadays, the exorbitant computing power of modern computers is undisputed. Never-
theless, it is doubtful whether a machine can really "think intelligently". Even the lack of 
an exact definition of the term "intelligence" is problematic. Moreover, the most important 
advances in the field of AI are not even recognizable to many people. The new methods 
are often used in very subtle ways. For example, when it comes to investigating customer 
behavior and, subsequently, influencing purchasing decisions, there is no interest in public 
education in this regard.

Furthermore, there is a certain tendency to constantly redefine what "intelligent" means. 
When machines have solved a problem, afterwards it is quickly regarded as trivial or as 
plain computing power. For example, chess — the "Game of Kings" — was considered 
for centuries to be a strategy game requiring massive intelligence. After the chess world 
champion was defeated, the game was considered nothing more than "computing power".

The future of AI becomes easier to understand if we look at some important points in 
its history. After the Dartmouth Conference, one of the next milestones was a computer 
program capable of communication with humans through a keyboard and a screen. ELIZA 
surprised many people with the illusion of a human conversation partner.

Expert systems were finally used for the first medical applications. Highly-developed com-
puter programs supported medics in diagnoses and routine analyses. From 1986 onward, 
computers slowly learned to speak. Using predefined phonetic sequences, machines were 
able to pronounce whole words and sentences intelligibly for the first time.

Finally, further technological developments paved the way for artificial intelligence in every-
day life. Powerful processors in smartphones and tablets offer consumers extensive AI 
applications. Apple's Siri, Microsoft's Cortana software, and Amazon's Alexa are conquering 
the markets. Since 2018, AI systems have been discussing space travel and arranging 
hairdresser's appointments.

Finally, a system called AlphaGo managed to beat the reigning world champion in the game 
of Go. This Asian board game has significantly more variants than chess. With the pure 
pre-calculation of possible moves, the chances of success are therefore extremely low. With 
the help of AI methods, however, the seemingly impossible was achieved. A very special 
move attracted particular attention. Much later, it became clear how brilliant it was. Many 
experts were already talking about creativity and intuition on the part of the machine.
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A little later, a successor system learned the game without any human support. This means 
that self-learning machines have reached a new dimension. The extensive training with hu-
man partners was not required anymore. The new system learned the basics and intricacies 
of the game, and even developed its own strategies.

Both in chess and Go, all information is available to everyone involved. Poker, on the oth-
er hand, is a game with incomplete or hidden information. This gives "intuition" and the 
assessment of competing players a special meaning. Nevertheless, the machines achieved 
decisive success here as well, by winning important poker tournaments. AI systems are 
also able now to learn the game of poker independently from human training partners. 
Some even discovered the ability to bluff by themselves.

The knowledge gained in poker is also of interest in other areas such as medicine or pro-
fessional negotiation techniques. Here too, intuition often plays an important role. There-
fore, medical students are usually inferior to experienced medics in diagnosing diseases. 
Experience and intuition are also required in finance and investment. This is why there are 
increasing applications in these areas for the results gained from the AI's poker victories.

The development of AI was by no means free from setbacks and crises. Among other top-
ics, this was demonstrated by the so-called XOR problem. The XOR or "exclusive or" gate 
is a classic problem in digital technology. The task is to construct a network element that 
emulates an XOR logic gate. This gate delivers a logic one at the output if the two inputs are 
not equal. If, on the other hand, the inputs are equal, a logic zero is occurs at the output. 
In tabular form:

Input 1 Input 2 Output

0 0 0

0 1 1

1 0 1

1 1 0

At first glance, the XOR gate seems to be a very simple problem. However, it turned out 
that this functionality poses a major problem for neural network architectures. So-called 
"perceptrons" are elementary units that correspond to biological neurons. They therefore 
form the basis of artificial neural networks. Each preceptron can receive an input from oth-
er units and calculate a certain output. Typically, the weighted sum of all received values 
is formed and a decision is made as to whether a signal is to be passed on to other units. 
However, the XOR problem cannot be linearly separated. This can best be demonstrated 
when the XOR input values are plotted on a graph. As can be seen from Figure 2.1, there 
is no way to separate the predictions by a single straight classification line. Therefore, a 
perceptron can only separate classes that can be divided by straight lines.

Chapter 2 • A Brief History of ML and AI

Machine Learning with Python 220224 UK.indd   17Machine Learning with Python 220224 UK.indd   17 23/03/2022   11:5223/03/2022   11:52



Machine Learning with Python

● 18

Figure 2.1: The XOR problem.

Hence, the XOR problem cannot be solved with a perceptron. The other logic operators 
AND, OR and NOT could be emulated without any problems, but not the XOR function! This 
realization plunged AI development into a deep crisis. It took several years until research 
groups seriously addressed the topic of neural networks and machine learning again.

The solution to the problem is to go beyond the single-layer architecture. Additional layers 
of "neurons", in particular so-called hidden layers, fi nally made it possible to solve the XOR 
problem. How this solution looks in detail is explained in section 10.9.

Despite its long, colorful history and considerable success rate, artifi cial intelligence is still 
not mature in many areas. Many applications need to become much more dependable or 
fault-tolerant. Sensitive areas such as autonomous driving or medical diagnoses require the 
highest degree of reliability. In addition, AI systems must become increasingly transparent. 
All decisions must remain comprehensible to human beings. Otherwise, the AI-based deci-
sion on granting a loan or applying a certain a medical therapy will never really be accepted 
in everyday life.
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Chapter 3 • Learning from "Big Data"

One of the important tasks in the research area of Machine Learning is to analyze, rec-
ognize or interpret all kind of data. In most cases, a large accumulation of randomly dis-
tributed data is more or less useless. Only the categorization and division into meaningful 
groups, statistical evaluations or trend analyses etc., give the data a certain practical use. 
One goal of machine learning is therefore to transform data into knowledge and draw useful 
conclusions from it.

For a long time, the application of ML methods was reserved to a small group of experts. 
The algorithms used were complex and hardly understandable for laymen. It was only 
through the development of open-source libraries that non-experts were given the oppor-
tunity to deal with AI topics and machine learning in more detail. This made AI procedures 
and data structures accessible to a wide range of users. The Python programming language 
in particular made it possible to embed extensive functions in simple "wrappers". With 
the help of uncomplicated Python instructions, today nearly anyone can use the powerful 
algorithms. No supercomputers are required. Rather, even small systems can recognize 
patterns in large amounts of data or derive predictions about future events and develop-
ments [2].

In the next section, the basic structure of artificial intelligence and machine learning will 
be presented. In addition, the associated terminology will be explained in more detail. This 
will provide the basics for solving practical applications. In particular, the following topics 
will play a major role:

• Different variants of machine learning and AI.
• Learning systems, neural networks and training methods.
• Installation of a development environment for the programming language 

"Python" or its interactive variant IPython.
• Creating a software basis for ML methods and procedures.

3.1 Machine Learning and Artificial Intelligence
The research fields of artificial intelligence are closely related. It is often difficult to separate 
the individual sub-areas from each other. In addition to machine learning methods, there 
are other areas such as classical expert systems or so-called evolutionary algorithms. How-
ever, many of these different regions have lost some of their importance in recent years, 
as current developments are increasingly focusing on neural networks and deep learning.
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Figure 3.1: Diff erent areas of artifi cial intelligence.

Machine learning as a subregion of artifi cial intelligence is increasingly becoming the central 
core of current research. Independent "learning" from extensive amounts of data replaces 
personnel-intensive and problem-specifi c, explicit programming. The processing of data 
with known correlations and the "learning" of structures through so-called training play a 
central role.

Later, the extracted rules can also be applied to new data and initially unknown contexts. 
The new methods analyze known data, establish certain rules, and fi nally make decisions 
based on them. Based on various mathematical methods, data sets are divided into hierar-
chical levels. This can eventually lead to practical applications such as image recognition or 
categorization. With the help of Python, the complex mathematics of neural networks can 
be reduced to simple functions. This allows users to quickly implement practical projects 
and yields relevant results in a short period of time.

So-called deep learning can in turn be considered a special fi eld of machine-learning meth-
ods. The goal is to imitate human learning behavior as eff ectively as possible. The basis for 
this is the use of large amounts of data as "learning material". Deep-learning algorithms for 
neural networks currently deliver the best results in the area of image or pattern recogni-
tion, etc. The neural networks used for this purpose usually consist of several intermediate 
layers that serve as a connection between the input and output nodes.
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Figure 3.2: A neuronal network.

The layers contain so-called artificial neurons. The function of these neutrons is emulated 
by mathematical operations (see Chapter 11). The aim of this development is to simulate 
the structure of the human brain with its network of neurons, axons, dendrites and synaps-
es as efficiently as possible. Deep learning is characterized by the use of multiple layers in 
the neural networks. The input layer processes either the direct raw data, for example, the 
individual pixels of an image, or preprocessed or filtered data streams.

The inner or "hidden" layers take on the further processing and data reduction. The output 
layer finally delivers the results. The typical structure of such a neural network is shown in 
Figure 3.2. The deep learning methods can also be used to model complex relationships. 
The large number of network levels also allows to map highly non-linear functions. Without 
this structure, even simple logical gate functions would be unsolvable, as can be seen for 
example with the XOR gate (see Chapter 2).

In contrast, deep learning algorithms are able to solve comparatively complex tasks. 
Through multiple "training runs", the in-depth learning can be improved with each calcula-
tion step. It has thus developed into one of the central development drivers in the field of 
artificial intelligence [11].

The main differences between machine learning and deep learning are conveniently sum-
marized in a table.
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Learning 
data

Size of the 
data sets 
required for 
learning

Necessary 
Hardware 
structure

Required Train-
ing times

Interpretation 
of decisions

Machine 
Learning

structured All Sizes Simple Short Simple

Deep 
Learning

No special 
require-
ments

Extensive Challenging Days to weeks Almost 
impossible

An important advantage of deep learning compared to general machine learning is the abil-
ity to process unstructured data. Real information such as images, sounds and videos etc. 
can be used here more or less directly as input data. Other machine learning algorithms, 
such as decision tree methods do not have this capability. If, for example, images are used 
as input data, complex and special program adjustments must always be carried out by 
real people.

Examples of AI processes that work without neural networks are the so-called evolutionary 
algorithms. These programs are also based on a natural learning process. However, it is 
not the brain that is modeled, but the biological evolution. Here, the algorithms follow one 
another in different generations. According to Darwin's principle of "survival of the fittest", 
every possible solution is evaluated and the best version is selected in each case. The 
"mutated" variants thus lead to an optimized algorithm that is better adapted to the given 
problem than the previous one.

The last column of the table indicates a possibly serious problem with AI algorithms. In the 
case of complex neural networks, it is usually no longer possible to understand exactly how 
decisions are made. In the case of massive wrong decisions by AI systems, this can lead 
to considerable legal or social problems. Ultimately, the acceptance of such decisions will 
depend to a large extent on their perceivability. AI applications that do not have a minimum 
level of transparency will therefore hardly be able to establish themselves in (vital) areas.
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Chapter 4 • The Hardware Base

Just a few years ago, the prevailing opinion was that machine learning or AI could only 
run on server farms or super computers. The high-performance machines that won chess 
games became "Jeopardy" masters or beat human GO specialists, shaped the public image 
of AI. However, with advances in hardware and software, the situation has changed dra-
matically. Even a mid-range PC now has several gigabytes of RAM and small single-board 
systems like a Raspberry Pi 4 are available with up to 8 GB of memory.

Even on microcontrollers like the ESP32, ML applications are now performing amazingly. 
In addition, special chips such as the Kendrite K210 are increasingly seen in the market. 
The hardware structure of these chips is already specifically designed for neural structures.

Several different systems will therefore be used in this book. In addition to the classic uni-
versal PC, both the Raspberry Pi and the MaixDuino will prove their capabilities in the 
individual projects. The following table provides an overview of the projects related to the 
hardware. This should not exclude porting a solution to a different hardware base.

Unfortunately, it is relatively time-consuming, for example, to control peripheral devices 
directly with a PC, since it often lacks the appropriate interfaces. With the Raspberry Pi or 
the MaixDuino, on the other hand, LEDs or relays can easily be controlled via the existing 
input/output lines and pins. Speech recognition and synthesis, on the other hand, would 
also be feasible on a PC. However, the implementation in Python is much easier on a Rasp-
berry Pi system.

PC, Laptop Raspberry Pi Sipeed MaixDuino

Basics X X

Iris classification X X

Handwriting recognition X X X

Clothes sorting X X

Speech recognition / synthesis X

Object recognition X X

Face recognition X X

Home automation X X

Size (approx. cm) 30 × 40 × 15 9 × 6 × 1.5 7 × 6 × 1

Price (approx. €) 500 50 30

Power consumption (W) 50 10 5
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Chapter 5 • The PC as Universal AI Machine

A modern PC or laptop can do a good job in the field of machine learning. However, some 
requirements should be met for this. The following table provides an overview of the min-
imum requirements:

CPU Quadcore with at least 3 GHz

RAM minimum 16 GB

HDD 1 TB

It is certainly possible to implement some entry-level projects with less powerful equip-
ment. However, in this case the training times for neural networks, for example, become 
very tedious even for simpler applications.

5.1 The computer as a programming center
The PC is not only used as a basis for getting started with ML projects. Rather, it is also 
required for other purposes. For example, the MaixDuino cannot be programmed directly. 
The PC is required here as a host computer which programs the Maix board via the USB 
interface.

An active USB hub can do a good job here. It has the particular advantage in offering a cer-
tain protection for the USB port of the PC or laptop used. It is important that it is actually an 
active hub, meaning the device must have its own 5 V power supply via a separate power 
supply unit. This is the only way to ensure that the computer port is protected in the event 
of a short-circuit behind the hub.

Figure 5.1: An active USB hub.

Of course, even an active hub does not offer absolute protection. However, it is very unlike-
ly that a short-circuit will break through an active hub and reach the computer's USB port.
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If you want to use the Maix board without a PC, i.e., in a stand-alone mode, an external 5 V 
power supply unit is required too. Ideally, the hub's power supply unit can be used for this. 
After programming, the board can be used independently of an USB port. It is important for 
the power supply to provide sufficient current. About 2000 milliamps (2 A) nominal current 
should be the minimum. If the power supply still has a USB-micro connector, an adapter 
to USB-C is required (see Figure 5.2). Further information on stand-alone operation can be 
found in section 7.4.

Figure 5.2: A USB-C adapter.

Figure 5.3: A USB power supply.

At this point, it should be mentioned that the MaixDuino has an integrated voltage regu-
lator, just as the Arduino,. This means that the boards can also be supplied via any power 
supply with an output voltage of 6 V to 12 V. The unit must be able to supply a current of 
at least 2 A. For the connection to the respective board, the power supply unit must have 
a standard coaxial power connector.
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